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Chapter 1 An Outline of Generalized Linear 

Models 

1.1 Introduction: 

Linear models:  
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and 
ࢅ = +ࢼࢄ  ,ࢿ

with the following assumptions 
,૙)ࡺ~࢏ࣕ ࣌૛) 

and 
,࢏ࣕ)࢜࢕࡯ ࣕ࢐) = ૙, ࢏ ≠ ࢐. 

Note: 
(ࢅ)ࡱ =  .ࢼࢄ

 
Characteristics of linear models:  
1. Constant variance 
2. Independence (uncorrelated) of random errors.  
3. Means of the responses independent of the associated variance. 
 
Several questions are raised: 
1. What if the variances of the responses are not constant and are dependent on the 

associated means? 
2. What if the means of the responses are always positive (i.e., (ࢅ)ࡱ =  might ࢼࢄ

not be sensible).  
3. What if the data are categorical or counted? 
 
Nelder and Wedderburn (1972) introduced the generalized linear models. They 
showed the linearity could be exploited to unify different statistical techniques. 
 
 


