
1 
 

1.2 Outline of generalized linear models: 

1. Model assumptions 
Let ࢅ be a random variable.  
 
Linear models:  

ࣆ = (ࢅ)ࡱ =  ,ࢼ࢞
where 

࢞ = [࢞૚ ࢞૛ ⋯  .[࢖࢞
 
Generalized linear models: 

(ࣆ)ࢍ = [(ࢅ)ࡱ]ࢍ = ࣁ =  ,ࢼ࢞
where g is called the link function. 
 
In addition, the response ࢅ has a distribution in the exponential family, taking the 
form 

,࢟)ࢌ ,ࣂ ࣘ) = ࢖࢞ࢋ ቊ
ࣂ࢟] − [(ࣂ)࢈

(ࣘ)ࢇ + ,࢟)ࢉ ࣘ)ቋ. 

Intuitively, generalized linear model is the “extension” of the linear model. As the 
distribution is normal and the link function is identity function, the generalized linear 
model reduces to the linear model. 
 
Example 1 (normal distribution): 
,ࣆ)ࡺ~ࢅ ࣌૛). Then 

,࢟)ࢌ ,ࣂ ࣘ) =
૚

√૛࣊࣌૛
࢖࢞ࢋ ቈ

−(࢟ − ૛(ࣆ

૛࣌૛ ቉                                

= ࢖࢞ࢋ ൞
൬࢟ࣆ − ૛ࣆ

૛ൗ ൰

࣌૛ −
૚
૛ ൤࢟૛

࣌૛ൗ +      .൨ൢ(૛࣊࣌૛)ࢍ࢕࢒

Therefore,  
ࣂ = ,ࣆ ࣘ = ࣌૛, 

(ࣘ)ࢇ = ࣌૛ = ࣘ, (ࣂ)࢈ =
૛ࣆ

૛ =
૛ࣂ

૛ , 

,࢟)ࢉ ࣘ) = −
૚
૛ ൤࢟૛

࣌૛ൗ + ൨(૛࣊࣌૛)ࢍ࢕࢒ = −
૚
૛ ൤࢟૛

൘ࣘ +  .൨(૛࣊ࣘ)ࢍ࢕࢒
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Example 2 (Poisson distribution): 
  ,Then .(ࣆ)ࡼ~ࢅ

,࢟)ࢌ ,ࣂ ࣘ) =
࢟ࣆ(ࣆ−)࢖࢞ࢋ

࢟! = ࢟]࢖࢞ࢋ ∙ (ࣆ)ࢍ࢕࢒ − ࣆ −  .[(!࢟)ࢍ࢕࢒

Therefore,  
ࣂ = ,(ࣆ)ࢍ࢕࢒ ࣘ = ૚, 

(ࣘ)ࢇ = ૚ = ࣘ, (ࣂ)࢈ = ࣆ = ,(ࣂ)࢖࢞ࢋ ,࢟)ࢉ ࣘ) =  .(!࢟)ࢍ࢕࢒−
 
Example 3 (binomial distribution): 

~ࢅ
,࢓)࡮ (࢖

࢓ , ૙ ≤ ࢅ ≤ ૚ ⟹  .࢟ࢉ࢔ࢋ࢛ࢗࢋ࢘ࢌ ࢔࢏ ࢔࢕࢏࢚࢛࢈࢏࢚࢙࢘࢏ࢊ ࢒ࢇ࢏࢓࢕࢔࢏࡮ 

Then,  

,࢟)ࢌ ,ࣂ ࣘ) = ቀ
࢓

ቁ࢟࢓ ૚)࢟࢓࢖ − ࢟࢓ି࢓(࢖                                  

         = ࢖࢞ࢋ ቄ࢟࢓ ∙ (࢖)ࢍ࢕࢒ + ࢓) − (࢟࢓ ∙ ૚)ࢍ࢕࢒ − (࢖ + ࢍ࢕࢒ ቂቀ
࢓

 ቁቃቅ࢟࢓

         = ࢖࢞ࢋ ൞
ቂ࢟ ∙ ࢍ࢕࢒ ቀ ࢖

૚ − ቁ࢖ − ࢍ࢕࢒ ቀ ૚
૚ − ቁቃ࢖

൫૚ ൗ࢓ ൯
+ ࢍ࢕࢒ ቂቀ

࢓
      ቁቃൢ࢟࢓

Therefore,  

ࣂ = ࢍ࢕࢒ ൬
࢖

૚ − ൰࢖ , ࣘ =
૚
 ,࢓

(ࣘ)ࢇ =
૚
࢓ = ࣘ, (ࣂ)࢈ = ࢍ࢕࢒ ൬

૚
૚ − ൰࢖ = ૚]ࢍ࢕࢒ + ,[(ࣂ)࢖࢞ࢋ ,࢟)ࢉ ࣘ) = ࢍ࢕࢒ ቂቀ

࢓
 .ቁቃ࢟࢓

 
Example 4 (gamma distribution): 
,ࣆ)ࡳ~ࢅ ࢜). Then,  

,࢟)ࢌ ,ࣂ ࣘ) =
૚

ડ(࢜) ൬
࢜࢟
ࣆ ൰

࢜
࢖࢞ࢋ ൬

−࢜࢟
ࣆ ൰

૚
࢟ 

 = ࢖࢞ࢋ ൜࢟ ൬
−࢜
ࣆ ൰ + ࢜ ∙ ࢍ࢕࢒ ൬

࢜࢟
ࣆ ൰ − [(࢜)ડ]ࢍ࢕࢒ −         ൠ(࢟)ࢍ࢕࢒

      = ࢖࢞ࢋ ൞
ቂ࢟ ቀ−૚

ࣆ ቁ + ࢍ࢕࢒ ቀ૚
ቁቃࣆ

൫૚ ࢜ൗ ൯
+ ࢜ ∙ (࢟࢜)ࢍ࢕࢒ − [(࢜)ડ]ࢍ࢕࢒ −  .ൢ(࢟)ࢍ࢕࢒

Therefore,  

ࣂ =
−૚
ࣆ , ࣘ =

૚
࢜, 
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(ࣘ)ࢇ =
૚
࢜ = ࣘ, (ࣂ)࢈ = ࢍ࢕࢒− ൬

૚
൰ࣆ =  ,(ࣂ−)ࢍ࢕࢒−

,࢟)ࢉ ࣘ) = ࢜ ∙ (࢟࢜)ࢍ࢕࢒ − [(࢜)ડ]ࢍ࢕࢒ −  (࢟)ࢍ࢕࢒

        =
૚
ࣘ ∙ ࢍ࢕࢒ ൬

࢟
ࣘ൰ − ࢍ࢕࢒ ൤ડ ൬

૚
ࣘ൰൨ −  .(࢟)ࢍ࢕࢒

 
Example 5 (inverse Gaussian distribution): 
,ࣆ)ࡳࡵ~ࢅ ࣌૛). Then 

,࢟)ࢌ ,ࣂ ࣘ) = ඨ
૚

૛࣊࣌૛࢟૜ ࢖࢞ࢋ ቈ
−(࢟ − ૛(ࣆ

૛ࣆ૛࣌૛࢟
቉                                

 = ࢖࢞ࢋ ቈ
−(࢟૛ − ૛࢟ࣆ + (૛ࣆ

૛ࣆ૛࣌૛࢟ −
૚
૛ ∙           ቉(૛࣊࣌૛࢟૜)ࢍ࢕࢒

= ࢖࢞ࢋ ൞
൤࢟ ൬ −૚

૛ࣆ૛൰ + ૚
൨ࣆ

࣌૛ −
૚

૛࣌૛࢟ −
૚
૛ ∙      ൢ(૛࣊࣌૛࢟૜)ࢍ࢕࢒

Therefore,  

ࣂ =
−૚
૛ࣆ૛ , ࣘ = ࣌૛, 

(ࣘ)ࢇ = ࣌૛ = ࣘ, (ࣂ)࢈ =
−૚
ࣆ = −√−૛ࣂ, 

,࢟)ࢉ ࣘ) =
−૚
૛ ൤

૚
࣌૛࢟ + ൨(૛࣊࣌૛࢟૜)ࢍ࢕࢒ =

−૚
૛ ൤

૚
ࣘ࢟ +  ൨(૛࣊ࣘ࢟૜)ࢍ࢕࢒

 
2. Properties of generalized linear model 
Important Result: 
Let the response ࢅ has a distribution in the exponential family, taking the form 

,࢟)ࢌ ,ࣂ ࣘ) = ࢖࢞ࢋ ቊ
ࣂ࢟] − [(ࣂ)࢈

(ࣘ)ࢇ + ,࢟)ࢉ ࣘ)ቋ. 

Then, 
(ࢅ)ࡱ .1 = ࣆ =  (ࣂ)ᇱ࢈
(ࢅ)࢘ࢇࢂ .2 =  (ࣂ)ᇱᇱ࢈(ࣘ)ࢇ
[Derivation:] 
Let 

,࢟)࢒ ,ࣂ ࣘ) = ,࢟)ࢌ]ࢍ࢕࢒ ,ࣂ ࣘ)] 
Then, 
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ࡱ ቈ
,ࢅ)࢒ࣔ ,ࣂ ࣘ)

ࣂࣔ
቉ = ૙ 

and 

ࡱ− ቈ
ࣔ૛ࢅ)࢒, ,ࣂ ࣘ)

૛ࣂࣔ ቉ = ࡱ ቈ
,ࢅ)࢒ࣔ ,ࣂ ࣘ)

ࣂࣔ
቉

૛

. 

Thus, 
,࢟)࢒ࣔ ,ࣂ ࣘ)

ࣂࣔ =
࢟ − (ࣂ)ᇱ࢈

(ࣘ)ࢇ . 

Then 

ࡱ ቈ
,ࢅ)࢒ࣔ ,ࣂ ࣘ)

ࣂࣔ
቉ = ࡱ ቈ

ࢅ − (ࣂ)ᇱ࢈
(ࣘ)ࢇ ቉ =

(ࢅ)ࡱ − (ࣂ)ᇱ࢈
(ࣘ)ࢇ = ૙ 

and this gives 
(ࢅ)ࡱ =  (ࣂ)ᇱ࢈

Also, 
ࣔ૛࢒(࢟, ,ࣂ ࣘ)

૛ࣂࣔ =
(ࣂ)ᇱᇱ࢈−

(ࣘ)ࢇ . 

Then 

ࡱ− ቈ
ࣔ૛ࢅ)࢒, ,ࣂ ࣘ)

૛ࣂࣔ ቉ =
(ࣂ)ᇱᇱ࢈
(ࣘ)ࢇ = ࡱ ቈ

,ࢅ)࢒ࣔ ,ࣂ ࣘ)
ࣂࣔ

቉
૛

= ࡱ ൥ቆ
ࢅ − (ࣂ)ᇱ࢈

(ࣘ)ࢇ ቇ
૛

൩  

 =
ࢅ)ࡱ − ૛(ࣆ

(ࣘ)૛ࢇ                   

            =
(ࢅ)࢘ࢇࢂ
(ࣘ)૛ࢇ .                              

and hence 
(ࣂ)ᇱᇱ࢈
(ࣘ)ࢇ =

(ࢅ)࢘ࢇࢂ
(ࣘ)૛ࢇ ⟹ (ࢅ)࢘ࢇࢂ =  .(ࣂ)ᇱᇱ࢈(ࣘ)ࢇ

 
Example 1 (normal distribution, continue): 
,ࣆ)ࡺ~ࢅ ࣌૛). Then 

ࣂ = ,ࣆ ࣘ = ࣌૛, (ࣘ)ࢇ = ࣌૛ = ࣘ, (ࣂ)࢈ =
૛ࣆ

૛ =
૛ࣂ

૛ . 

Therefore 
(ࢅ)ࡱ = (ࣂ)ᇱ࢈ = ࣂ =  ࣆ

and 
(ࢅ)࢘ࢇࢂ = (ࣂ)ᇱᇱ࢈(ࣘ)ࢇ = ࣘ = ࣌૛. 
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Example 2 (Poisson distribution, continue): 
  ,Then .(ࣆ)ࡼ~ࢅ

ࣂ = ,(ࣆ)ࢍ࢕࢒ ࣘ = ૚, (ࣘ)ࢇ = ૚ = ࣘ, (ࣂ)࢈ = ࣆ =  .(ࣂ)࢖࢞ࢋ
Therefore 

(ࢅ)ࡱ = (ࣂ)ᇱ࢈ = (ࣂ)࢖࢞ࢋ =  ࣆ
and 

(ࢅ)࢘ࢇࢂ = (ࣂ)ᇱᇱ࢈(ࣘ)ࢇ = (ࣂ)࢖࢞ࢋ =  .ࣆ
 
Example 3 (binomial distribution, continue): 

~ࢅ
,࢓)࡮ (࢖

࢓ , ૙ ≤ ࢅ ≤ ૚ ⟹  .࢟ࢉ࢔ࢋ࢛ࢗࢋ࢘ࢌ ࢔࢏ ࢔࢕࢏࢚࢛࢈࢏࢚࢙࢘࢏ࢊ ࢒ࢇ࢏࢓࢕࢔࢏࡮ 

Then,  

ࣂ = ࢍ࢕࢒ ൬
࢖

૚ − ൰࢖ , ࣘ =
૚
 ,࢓

(ࣘ)ࢇ =
૚
࢓ = ࣘ, (ࣂ)࢈ = ࢍ࢕࢒ ൬

૚
૚ − ൰࢖ = ૚]ࢍ࢕࢒ +  .[(ࣂ)࢖࢞ࢋ

Therefore 

(ࢅ)ࡱ = (ࣂ)ᇱ࢈ =
(ࣂ)࢖࢞ࢋ

૚ + (ࣂ)࢖࢞ࢋ =  ࢖

and 

(ࢅ)࢘ࢇࢂ = (ࣂ)ᇱᇱ࢈(ࣘ)ࢇ =
૚
࢓

൥
(ࣂ)࢖࢞ࢋ

૚ + (ࣂ)࢖࢞ࢋ − ቆ
(ࣂ)࢖࢞ࢋ

૚ + ቇ(ࣂ)࢖࢞ࢋ
૛

൩ =
࢖ − ૛࢖

࢓  

=
૚)࢖ − (࢖

࢓ .                                    

 
Example 4 (gamma distribution, continue): 
,ࣆ)ࡳ~ࢅ ࢜). Then,  

ࣂ =
−૚
ࣆ , ࣘ =

૚
࢜ , (ࣘ)ࢇ =

૚
࢜ = ࣘ, (ࣂ)࢈ = ࢍ࢕࢒− ൬

૚
൰ࣆ =  ,(ࣂ−)ࢍ࢕࢒−

Therefore 

(ࢅ)ࡱ = (ࣂ)ᇱ࢈ =
−૚
ࣂ =  ࣆ

and 

(ࢅ)࢘ࢇࢂ = (ࣂ)ᇱᇱ࢈(ࣘ)ࢇ =
૚
࢜ ∙

૚
૛ࣂ =

૛ࣆ

࢜ . 
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Example 5 (inverse Gaussian distribution, continue): 
,ࣆ)ࡳࡵ~ࢅ ࣌૛). Then 
Therefore,  

ࣂ =
−૚
૛ࣆ૛ , ࣘ = ࣌૛, (ࣘ)ࢇ = ࣌૛ = ࣘ, (ࣂ)࢈ =

−૚
ࣆ = −√−૛ࣂ, 

Therefore 

(ࢅ)ࡱ = (ࣂ)ᇱ࢈ =
૚

√−૛ࣂ
=  ࣆ

and 

(ࢅ)࢘ࢇࢂ = (ࣂ)ᇱᇱ࢈(ࣘ)ࢇ =
−૚
૛ ∙

૚

(−૛ࣂ)૜
૛ൗ

∙ (−૛) ∙ ࣌૛ =
૚

(−૛ࣂ)૜
૛ൗ

∙ ࣌૛ =  .૜࣌૛ࣆ

 
3. Link function 
Canonical link function: 
Let the response ࢅ has a distribution in the exponential family, taking the form 

,࢟)ࢌ ,ࣂ ࣘ) = ࢖࢞ࢋ ቊ
ࣂ࢟] − [(ࣂ)࢈

(ࣘ)ࢇ + ,࢟)ࢉ ࣘ)ቋ 

with link function (ࣆ)ࢍ = [(ࢅ)ࡱ]ࢍ = ࣁ = ࣁ As .ࢼ࢞ =  the link function is called ,ࣂ
canonical link.  
 
Commonly used link functions: 
The canonical links for the following distributions are  
1. Normal distribution:  

ࣁ = (ࣆ)ࢍ =  .ࣆ
2. Poisson distribution: 

ࣁ = (ࣆ)ࢍ =  .(ࣆ)ࢍ࢕࢒
3. Binomial distribution:  

ࣁ = (ࣆ)ࢍ = ܏ܗܔ ൬
ࣆ

૚ − ൰ࣆ =  .(ࣆ)࢚࢏ࢍ࢕࢒

4. Gamma distribution:  

ࣁ = (ࣆ)ࢍ =
−૚
ࣆ . 

5. Inverse Gaussian distribution:  

ࣁ = (ࣆ)ࢍ =
−૚
૛ࣆ૛. 
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Other useful link functions: 
1. Probit link:  

ࣁ = (ࣆ)ࢍ = ઴ି૚(ࣆ). 
2. Complementary log-log link:  

ࣁ = (ࣆ)ࢍ = ૚)ࢍ࢕࢒−]ࢍ࢕࢒ −  .[(ࣆ
3. Power family of links:  

ࣁ = (ࣆ)ࢍ = ൜ ,ࣅࣆ ࣅ ≠ ૙
,(ࣆ)ࢍ࢕࢒ ࣅ = ૙. 


