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1.4 Model estimation: IRLS: 

1. Score function and information matrix: 
Let the responses 풀풊, 풊 = ퟏ, ⋯ , 풏, have the distribution in the exponential family, 
taking the form 

풇(풚풊, 휽풊, 흓) = 풆풙풑
[풚풊휽풊 − 풃(휽풊)]

풂(흓) + 풄(풚풊, 흓)  

with link function 
품(흁풊) = 품[푬(풀풊)] = 휼풊 = 풙풊휷 = 휷ퟏ풙풊ퟏ + 휷ퟐ풙풊ퟐ + ⋯ + 휷풑풙풊풑, 

where 
풙풊 = [풙풊ퟏ 풙풊ퟐ ⋯ 풙풊풑]. 

Thus, the log-likelihood function for the 풊풕풉 observation is  

풍풊(휷) = 풍풐품{풇(휷, 흓|풚풊)} =
[풚풊휽풊 − 풃(휽풊)]

풂(흓) + 풄(풚풊, 흓). 

Since  
풃 (휽풊) = 흁풊 

⟹
흏휽풊
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for 풋 = ퟏ, ⋯ , 풑, where we denote 푽풊 = 풃 (휽풊). Define  

풘풊(휷) =
ퟏ

푽풊
흏휼풊
흏흁풊

ퟐ. 

Then,  
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흏휼풊

흏흁풊

ퟐ

∙
흏흁풊

흏휼풊
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since 
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The likelihood function is  

풇(휷, 흓|풚풊)
풏

풊 ퟏ
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and  

풍 = 퐥퐨퐠 풇(휷, 흓|풚풊)
풏

풊 ퟏ

= 풍풊(휷)
풏

풊 ퟏ

. 

Thus, the score function is  

푼풋(휷) =
흏풍

흏휷풋
=

흏풍풊

흏휷풋
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. 

Further,  
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. 

and 
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since 

푬
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2. Fisher’s scoring method: 
The Fisher’s scoring method is  

푰 휷풕 휷풕 ퟏ 풓 = 푰 휷풕 휷풕 풓 + 푼풓 휷풕 , 풓 = ퟏ, ퟐ, ⋯ , 풑, 

where 푰 휷풕 휷풕 ퟏ 풓  and 푰 휷풕 휷풕 풓 are the 풓풕풉  component of 푰 휷풕 휷풕 ퟏ  and 

푰 휷풕 휷풕, respectively. Then, 

푰 휷풕 휷풕 풓 = 푰풓풋 휷풕 휷풕풋

풑

풋 ퟏ

                          

=
풘풕풊풙풊풓풙풊풋휷풕풋
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where 

푰풓풋 휷풕 =
풘풕풊풙풊풓풙풊풋

풂(흓)

풏

풊 ퟏ

, 풘풕풊 = 풘풊 휷풕 , 

휼풕풊 = 풙풊풋휷풕풋

풑
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= 풙풊ퟏ휷풕ퟏ + 풙풊ퟐ휷풕ퟐ + ⋯ + 풙풊풑휷풕풑. 

Similarly, 
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where 

휼(풕 ퟏ)풊 = 풙풊풋휷(풕 ퟏ)풋

풑

풋 ퟏ

= 풙풊ퟏ휷(풕 ퟏ)ퟏ + 풙풊ퟐ휷(풕 ퟏ)ퟐ + ⋯ + 풙풊풑휷(풕 ퟏ)풑. 

Further, 
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=
ퟏ

풂(흓) 풘풕풊풙풊풓 (풚풊 − 흁풊) ∙
흏휼풊

흏흁풊 휷 휷풕

풏
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The right side of Fisher’s scoring equation is  

푰 휷풕 휷풕 풓 + 푼풓 휷풕  

=
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     =
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풏

풊 ퟏ

                                       

while the left side of Fisher’s scoring equation is 

푰 휷풕 휷풕 ퟏ 풓 =
ퟏ

풂(흓) 풘풕풊풙풊풓휼(풕 ퟏ)풊

풏

풊 ퟏ

, 

where 

풛풕풊 = 휼풕풊 + (풚풊 − 흁풊) ∙
흏휼풊

흏흁풊 휷 휷풕

. 

 
Thus, Fisher’s scoring equation can be reduced to  

푰 휷풕 휷풕 ퟏ 풓 = 푰 휷풕 휷풕 풓 + 푼풓 휷풕  

⟺
ퟏ

풂(흓) 풘풕풊풙풊풓 풙풊풋휷(풕 ퟏ)풋

풑

풋 ퟏ

풏

풊 ퟏ

=
ퟏ

풂(흓) 풘풕풊풙풊풓풛풕풊

풏

풊 ퟏ

 

  ⟺ 풘풕풊풙풊풓 풛풕풊 − 풙풊풋휷(풕 ퟏ)풋

풑

풋 ퟏ

풏

풊 ퟏ

= ퟎ                 

 
Note: 
풛풕풊 depends only on 휷풕.  
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3. Iterated reweighted least squares (IRLS): 
The above equation can be expressed in matrix form,  

푿풕푾풕 풛풕 − 푿휷풕 ퟏ = ퟎ, 
where 

푿 =

풙ퟏퟏ 풙ퟏퟐ
풙ퟐퟏ 풙ퟐퟐ

⋯ 풙ퟏ풑
⋯ 풙ퟐ풑

⋮ ⋮
풙풏ퟏ 풙풏ퟐ

⋱ ⋮
⋯ 풙풏풑

, 푾풕 =

풘풕ퟏ ퟎ
ퟎ 풘풕ퟐ

⋯ ퟎ
⋯ ퟎ

⋮  ⋮
ퟎ  ퟎ

⋱ ⋮
⋯ 풘풕풏

, 풛풕 =

풛풕ퟏ
풛풕ퟐ

⋮
풛풕풏

. 

Then, the maximum likelihood estimate at the (풕 + ퟏ)풕풉 iteration is  
푿풕푾풕풛풕 = 푿풕푾풕푿휷풕 ퟏ 

⟺ 휷풕 ퟏ = (푿풕푾풕푿) ퟏ푿풕푾풕풛풕 
Note that 휷풕 ퟏ can be thought as the weighted least squares estimate with weight 
matrix 푾풕, covariate matrix 푿and the response vector 풛풕. Thus, 휷풕, 풕 = ퟎ, ퟏ, ퟐ, ⋯ 
can be generated by  

휷ퟏ = (푿풕푾ퟎ푿) ퟏ푿풕푾ퟎ풛ퟎ 
휷ퟐ = (푿풕푾ퟏ푿) ퟏ푿풕푾ퟏ풛ퟏ 

⋮ 
휷풕 ퟏ = (푿풕푾풕푿) ퟏ푿풕푾풕풛풕 

⋮ 
Note that the weight matrix 푾풕  is reweigthed (changed) at each iteration. 
Therefore, we also refer to 휷풕, 풕 = ퟎ, ퟏ, ퟐ, ⋯, as iterated reweighted least squares 
estimate.  
 


