2.3 Models for binary responses:

1. Modeling

In practice, the formal model usually embodies assumptions such as zero correlation
or independence, lack of interaction or additivity, linearity and so on. These
assumptions can not be taken for granted and should, if possible, be checked.

For binary data, to express 1 as the linear combination

p
m= 2 B
=1

would be inconsistent with the law of probability. A simple and effective way of
avoiding this difficulty is to use a transformation g(m) that maps the unit interval
[0,1] onto the whole real line (—o0, ). Thatis,

g(m) = X7, Bjx; = 1.
Several functions (link functions) commonly used in practice are:
1. The logit or logistic function

g1(m) = log (%) = logit(m).

2. The probit or inverse normal function
g2(m) = @~ 1(m).
3. The complementary log-log function
93(m) = log[—-log(1 —m)].
4. The log-log function
94(m) = —log[—log(m)].

Note:

g1(m) = —-g,(1 —m)
and

g3(m) = —g3(1—m).
Note:

The required inverse functions are
1. The logit or logistic function:
V=77 exp(n)

2. The probit or inverse normal function:

() = @(n).
3. The complementary log-log function:



n3(m) = 1 — exp[—exp(m)].

4. The log-log function:
4 (n) = exp[—exp(—n)].

Note:
The logistic function is most commonly used link function.
Note:
For the data in the motivating example, suppose the logistic link function is used.
Then,

4
log (m) = Bo + B1x1+ B2x2

o exp(Bo + B1x1 + B2x3)
1+ exp(By+ P1x1 + Bax3)
i ,
@—:ﬂ(l—ﬂ)ﬁj,] = 1,2

6x]

The last equation implies that a larger change in 7 due to the change of x; as &
isnear 0.5 than m isnear 0 or m.

2. Estimation

Suppose Y;,~B(m;, m;),i=1,--,n,

with link function

N =g(m) = 108( i ) = zp:ﬁjxij-
=1

1—7Ti

Note that E(Y;) = u; = m;m;. The likelihood function is

n

f(mly) = 1_[ (T}r,lll) wYi(1 — ;)™ Vi

i=1

and the log-likelihood function is

1(B) = loglf(mly)] = ) 1, ()
i=1

{109 [(T}r,l:)] +y;-log(my) + (m; —y;) - log(1 - ﬂi)}
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= Zn: [yi -log <1 fin_i) +m;-log(1-— ni)] + an: log [(T}r’l;l)]

i=1

Thus,
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On the other hand,

n
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Therefore,
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Denote



X11 X127 X1p 15 my1my

x x cee x m n.
X = 21 22 2” u(B) = ”2 = | ™2™
Xn1 Xn2 7 Xnp Hn m,m,
mymy(1 —my) 0 - 0
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Then, in matrix form,
Up) = X'y —upl
and
I(B) = X'W(B)X.
The Fisher’s scoring method is
I(Bt)Bt+1 = I(Bt)Bt + U(Bt)
< X'W(B)XBii1 = X'W(B)XB: + X[y — n(B,)]
= X'W(B)XBii1 = XW(B){XB. + W (B,)]y — n(B.)]}
& XIW, XBrq = XIW,z,
& Bir1 = XW X)IXW, 2,
t=0,1,2,--, where

Z1
—~ z ~ —~ —~
W, = W(Bt)'zt = tz =X + W_l(Bt)[y _”(Bt)]

Zn

and
C Yi—Hu
Zyi ]Zl:xqﬁtj m,m, (1 — 1) .

Note:

A good choice of starting value usually reduced the number of cycles by about one
or perhaps two.

Note:
Let
mym,(1 —my) 0 0
w, = w(B) = O m,m, (1 — ;) 0
6 0 m,n,(1—m,)

1. E(B—B)=0mn").



2. E(B-B)=XwWX)"[1+0mnV)].

Note:
The above results are also true for the alternative limit in which n is fixed and

m; — oo,



