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2.3 Models for binary responses: 

1. Modeling  
In practice, the formal model usually embodies assumptions such as zero correlation 
or independence, lack of interaction or additivity, linearity and so on. These 
assumptions can not be taken for granted and should, if possible, be checked. 
 
For binary data, to express 흅 as the linear combination  

흅 = 휷풋풙풋

풑

풋 ퟏ

 

would be inconsistent with the law of probability. A simple and effective way of 
avoiding this difficulty is to use a transformation 품(흅) that maps the unit interval 
[ퟎ, ퟏ] onto the whole real line (−∞, ∞). That is,  

품(흅) = ∑ 휷풋풙풋
풑
풋 ퟏ = 휼. 

Several functions (link functions) commonly used in practice are:  
1. The logit or logistic function 

품ퟏ(흅) = 퐥퐨퐠
흅

ퟏ − 흅 = 풍풐품풊풕(흅). 

2. The probit or inverse normal function 
품ퟐ(흅) = 횽 ퟏ(흅). 

3. The complementary log-log function 
품ퟑ(흅) = 풍풐품[−풍풐품(ퟏ − 흅)]. 

4. The log-log function 
품ퟒ(흅) = −풍풐품[−풍풐품(흅)]. 

 
Note: 

품ퟏ(흅) = −품ퟏ(ퟏ − 흅) 
and 

품ퟑ(흅) = −품ퟑ(ퟏ − 흅). 
Note:  
The required inverse functions are  
1. The logit or logistic function:  

흅ퟏ(휼) =
풆풙풑(휼)

ퟏ + 풆풙풑(휼). 

2. The probit or inverse normal function:  
흅ퟐ(휼) = 횽(휼). 

3. The complementary log-log function:  
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흅ퟑ(휼) = ퟏ − 풆풙풑[−풆풙풑(휼)]. 
4. The log-log function: 

흅ퟒ(휼) = 풆풙풑[−풆풙풑(−휼)]. 
Note:  
The logistic function is most commonly used link function. 
Note:  
For the data in the motivating example, suppose the logistic link function is used. 
Then,  

퐥퐨퐠
흅

ퟏ − 흅 = 휷ퟎ + 휷ퟏ풙ퟏ + 휷ퟐ풙ퟐ 

⟺ 흅 =
풆풙풑(휷ퟎ + 휷ퟏ풙ퟏ + 휷ퟐ풙ퟐ)

ퟏ + 풆풙풑(휷ퟎ + 휷ퟏ풙ퟏ + 휷ퟐ풙ퟐ)      

⟺
흏흅
흏풙풋

= 흅(ퟏ − 흅)휷풋, 풋 = ퟏ, ퟐ.           

The last equation implies that a larger change in 흅 due to the change of 풙풋 as 흅 
is near ퟎ. ퟓ than 흅 is near ퟎ or 흅. 
2. Estimation 
Suppose 풀풊~푩(풎풊, 흅풊), 풊 = ퟏ, ⋯ , 풏,   
with link function  

휼풊 = 품(흅풊) = 퐥퐨퐠
흅풊

ퟏ − 흅풊
= 휷풋풙풊풋

풑

풋 ퟏ

. 

Note that 푬(풀풊) = 흁풊 = 풎풊흅풊. The likelihood function is  

풇(흅|풚) =
풎풊
풚풊

흅풊
풚풊(ퟏ − 흅풊)풎풊 풚풊

풏

풊 ퟏ

 

and the log-likelihood function is  

풍(휷) = 풍풐품[풇(흅|풚)] = 풍풊

풏

풊 ퟏ

(휷) 

= 풍풐품
풎풊
풚풊

+ 풚풊 ∙ 풍풐품(흅풊) + (풎풊 − 풚풊) ∙ 풍풐품(ퟏ − 흅풊)
풏

풊 ퟏ

 

 = 풚풊 ∙ 풍풐품
흅풊

ퟏ − 흅풊
+ 풎풊 ∙ 풍풐품(ퟏ − 흅풊)

풏

풊 ퟏ

+ 풍풐품
풎풊
풚풊

풏

풊 ퟏ

 

Thus, 
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푼풓(휷) =
흏풍(휷)
흏휷풓

=
흏풍풊

흏흅풊

흏흅풊

흏휼풊

흏휼풊

흏휷풋

풏

풊 ퟏ

=
(풚풊 − 풎풊흅풊)
흅풊(ퟏ − 흅풊) 흅풊(ퟏ − 흅풊)

풏

풊 ퟏ

풙풊풓 

 = (풚풊 − 풎풊흅풊)
풏

풊 ퟏ

풙풊풓                            

since 
흏풍풊

흏흅풊
= 풚풊

ퟏ − 흅풊

흅풊

ퟏ
ퟏ − 흅풊

+
흅풊

(ퟏ − 흅풊)ퟐ −
풎풊

ퟏ − 흅풊
 

= 풚풊
ퟏ − 흅풊

흅풊

ퟏ
(ퟏ − 흅풊)ퟐ −

풎풊

ퟏ − 흅풊
       

=
풚풊

흅풊(ퟏ − 흅풊)
−

풎풊

ퟏ − 흅풊
                

=
풚풊 − 풎풊흅풊

흅풊(ퟏ − 흅풊)                        

and 

        
흏흅풊

흏휼풊
=

ퟏ
흏휼풊
흏흅풊

=
ퟏ

흏 풍풐품 흅풊
ퟏ − 흅풊

흏흅풊

 

 =
ퟏ

ퟏ − 흅풊
흅풊

ퟏ
ퟏ − 흅풊

+ 흅풊
(ퟏ − 흅풊)ퟐ

=
ퟏ

ퟏ − 흅풊
흅풊

ퟏ
(ퟏ − 흅풊)ퟐ

 

            = 흅풊(ퟏ − 흅풊). 
 

On the other hand, 

흏ퟐ풍(휷)
흏휷풔흏휷풋

=
흏[(풚풊 − 풎풊흅풊)풙풊풓]

흏휷풔

풏

풊 ퟏ

= − 풎풊
흏흅풊

흏휷풔
풙풊풓 =

풏

풊 ퟏ

− 풎풊
흏흅풊

흏휼풊

흏휼풊

흏휷풔
풙풊풓

풏

풊 ퟏ

 

          = − 풎풊흅풊(ퟏ − 흅풊)풙풊풔풙풊풓

풏

풊 ퟏ

. 

Therefore,  

푰풔풓(휷) = −푬
흏ퟐ풍(휷)

흏휷풔흏휷풓
= −

흏ퟐ풍(휷)
흏휷풔흏휷풓

= 풎풊흅풊(ퟏ − 흅풊)풙풊풔풙풊풓

풏

풊 ퟏ

. 

Denote  
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푿 =

풙ퟏퟏ 풙ퟏퟐ
풙ퟐퟏ 풙ퟐퟐ

⋯ 풙ퟏ풑
⋯ 풙ퟐ풑

⋮ ⋮
풙풏ퟏ 풙풏ퟐ

⋱ ⋮
⋯ 풙풏풑

, 흁(휷) =

흁ퟏ
흁ퟐ
⋮

흁풏

=

풎ퟏ흅ퟏ
풎ퟐ흅ퟐ

⋮
풎풏흅풏

 

 푾(휷) =

풎ퟏ흅ퟏ(ퟏ − 흅ퟏ) ퟎ  
ퟎ 풎ퟐ흅ퟐ(ퟏ − 흅ퟐ)

⋯ ퟎ
⋯ ퟎ

⋮           ⋮
ퟎ           ퟎ

⋱ ⋮
⋯ 풎풏흅풏(ퟏ − 흅풏)

, 

Then, in matrix form, 
푼(휷) = 푿풕[풚 − 흁(휷)] 

and 
푰(휷) = 푿풕푾(휷)푿. 

The Fisher’s scoring method is  
            푰 휷풕 휷풕 ퟏ = 푰 휷풕 휷풕 + 푼 휷풕   

 ⟺ 푿풕푾 휷풕 푿휷풕 ퟏ = 푿풕푾 휷풕 푿휷풕 + 푿풕 풚 − 흁 휷풕          
⟺ 푿풕푾 휷풕 푿휷풕 ퟏ = 푿풕푾 휷풕 푿휷풕 + 푾 ퟏ 휷풕 풚 − 흁 휷풕  
⟺ 푿풕푾풕푿휷풕 ퟏ = 푿풕푾풕풛풕                               
⟺ 휷풕 ퟏ = (푿풕푾풕푿) ퟏ푿풕푾풕풛풕                           

풕 = ퟎ, ퟏ, ퟐ, ⋯, where 

푾풕 = 푾 휷풕 , 풛풕 =

풛풕ퟏ
풛풕ퟐ

⋮
풛풕풏

= 푿휷풕 + 푾 ퟏ 휷풕 풚 − 흁 휷풕  

and 

풛풕풊 = 풙풊풋휷풕풋

풑

풋 ퟏ

+
풚풊 − 흁풊

풎풊흅풊(ퟏ − 흅풊) 휷 휷풕

. 

Note:  
A good choice of starting value usually reduced the number of cycles by about one  
or perhaps two.  
Note:  
Let 

푾풕 = 푾 휷 =

풎ퟏ흅ퟏ(ퟏ − 흅ퟏ) ퟎ  
ퟎ 풎ퟐ흅ퟐ(ퟏ − 흅ퟐ)

⋯ ퟎ
⋯ ퟎ

⋮           ⋮
ퟎ           ퟎ

⋱ ⋮
⋯ 풎풏흅풏(ퟏ − 흅풏) 휷 휷

. 

 

1. 푬 휷 − 휷 = 푶(풏 ퟏ). 
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2. 푬 휷 − 휷 = (푿풕푾푿) ퟏ[ퟏ + 푶(풏 ퟏ)]. 
 
Note:  
The above results are also true for the alternative limit in which 풏 is fixed and  
풎풊 → ∞.  
 


