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3.2 Likelihood functions: 

1. Poisson distribution 
The distribution of a Poisson random variable 풀 is  

푷(풀 = 풚) =
풆풙풑(−흁)흁풚

풚! , 풚 = ퟎ, ퟏ, ퟐ, ⋯ 

The cumulant generating function is  
휿풀 = 흁[풆풙풑(풕) − ퟏ]. 

Thus,  
푬(풀) = 휿푻(ퟎ) = [흁 ∙ 풆풙풑(풕)]풕 ퟎ = 흁 

and 
푬(풀) = 휿푻 (ퟎ) = [흁 ∙ 풆풙풑(풕)]풕 ퟎ = 흁. 

 
 
2. The Poisson log-likelihood function 
The Poisson log-likelihood function for independent 풀풊~푷(흁풊), 풊 = ퟏ, ⋯ , 풏, is  

풍(흁ퟏ, 흁ퟐ, ⋯ , 흁풏) ∝ [풚풊 ∙ 풍풐품(흁풊) − 흁풊]
풏

풊 ퟏ

, 

where 푬(풀풊) = 흁풊. The deviance function is  
푫(풚ퟏ, 풚ퟐ, ⋯ , 풚풏|흁ퟏ, 흁ퟐ, ⋯ , 흁풏) 

= ퟐ 풚풊풍풐품
풚풊

흁풊
− (풚풊 − 흁풊)

풏

풊 ퟏ

 

    = ퟐ 풚풊풍풐품
풚풊

흁풊

풏

풊 ퟏ

− ퟐ (풚풊 − 흁풊)
풏

풊 ퟏ

 

where 흁풊 = 품 ퟏ 풙풊휷  is the estimate of 푬(풀풊) = 흁풊. 
Note:  
If a constant term (the intercept) is included in the model, it can be shown that  

(풚풊 − 흁풊)
풏

풊 ퟏ

= ퟎ. 

Thus, the deviance function can be reduced to  

푫(풚ퟏ, 풚ퟐ, ⋯ , 풚풏|흁ퟏ, 흁ퟐ, ⋯ , 흁풏) = ퟐ 풚풊풍풐품
풚풊

흁풊

풏

풊 ퟏ

. 

Note:  
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The deviance function is closely related to Pearson’s statistic. Since 
풚풊 − 흁풊

흁풊
= 휺풊 ⟺

풚풊

흁풊
= ퟏ + 휺풊 ⟺ 풚풊 = 흁풊(ퟏ + 휺풊), 

then 

풚풊 ∙ 풍풐품
풚풊

흁풊
− (풚풊 − 흁풊) = 흁풊(ퟏ + 휺풊) ∙ 풍풐품

풚풊

흁풊
− 흁풊휺풊 

 = 흁풊[(ퟏ + 휺풊) ∙ 풍풐품(ퟏ + 휺풊) − 휺풊] 

   = 흁풊 (ퟏ + 휺풊) 휺풊 −
휺풊

ퟐ

ퟐ + ⋯ − 휺풊  

     = 흁풊 휺풊 −
휺풊

ퟐ

ퟐ + 휺풊
ퟐ −

휺풊
ퟑ

ퟐ + ⋯ − 휺풊  

 = 흁풊
휺풊

ퟐ

ퟐ + ⋯                

≈
흁풊휺풊

ퟐ

ퟐ ,                     

where  

풍풐품(ퟏ + 휺풊) = 휺풊 −
휺풊

ퟐ

ퟐ + ⋯. 

Thus, as the model includes the intercept,  

푫(풚ퟏ, 풚ퟐ, ⋯ , 풚풏|흁ퟏ, 흁ퟐ, ⋯ , 흁풏) = ퟐ 풚풊풍풐품
풚풊

흁풊

풏

풊 ퟏ

                        

≈
(풚풊 − 흁풊)ퟐ

흁풊

풏

풊 ퟏ

  

       ≡ 퐏퐞퐚퐫퐬퐨퐧 퐬 퐬퐭퐚퐭퐢퐬퐭퐢퐜   
Note:  
흈ퟐ can be estimated by  

흈ퟐ =
ퟏ

풏 − 풑
(풚풊 − 흁풊)ퟐ

흁풊

풏

풊 ퟏ

=
푿ퟐ

풏 − 풑, 

푿ퟐ is the sum of Pearson’s residuals, i.e., Pearson’s statistic. 
 


