3.3 Comparison of two or more Poisson means:

Suppose that Y;,~P(u;),i =1, ---,k,are independent Poisson random variables
with log(u;) = Bo + B1x; and that we require to test the composite null

hypothesis
Hy:py = pp = -+ = i = exp(By)
& Hy:log(uy) = log(uy) = - = log(u,) = Bo
[— HO: Bl = O

The alternative hypotheses under considerationare H{:8; > 0,0or H{:8; <0 or
H{:B,# 0. DenoteY = (Y{,Y,,---,Y;).Standard theory of significance testing
leads to consideration of the test statistic

k

T(0) = T(Wy,Vz Vi) = Y ¥,
i=1

conditionally on the observed value of

k
m(Y) = m(YL Yy, Yk) = Z Y;
i=1

which is the sufficient statistic for . For example, as H,: 3; > 0, the test is
reject Hy, as T(y) > co(m)
reject H, with probability w(m) as T(y) = ¢o(m)
not reject Hy, as T(y) < co(m)

given the data

k
y= (ylfyZ'""yk)'m = Zyi'
i=1

where cy(m) and w(m) can be obtained by solving
P(T(Y) > co(m)im(Y) = m) + wim)P(T(Y) = co(m)|m(¥Y) =m) = a

under Hy,i.e.,f; = 0 and w(m) is some constant depending on m.

Note that under the null hypothesis, we regard the data as having multinomial
distribution with index m and parameter vector (1/k'1/k""’1/k)

independent of f,,i.e.,

k
P|\Y;=y1,Y, =y, Y =y, m(Y) = Zyi =m
i=1



m) ﬁ<1)}’i m) <1)Z£‘=1}’i
- Hé‘:l)’i! k) H£(=1J’i! k

i=1
_ m! 1
Hé‘=13’i! k™

Note:
Let Y = (Y,,Y,,---,Y,) hasthe probability density function or probability
distribution function

r
fO) =fyyy2,,yk) = c(0,n)exp [0T(y) + Z njm;(y) [ h(y).
j=1
Let
m(y) = (my(y), my(y), -, m.(y)).
Then, for testing Hy:0 < 0, vs H{:0 > 0, an UMP (uniformly most powerful)
unbiased level-test given m(Y) = m is
reject Hy, as T(y) > co(m)
reject H, with probability w(m) as T(y) = ¢o(m)
not reject Hy as T(y) < co(m)
where cy(m) and w(m) can be obtained by solving
P(T(Y) > co(m)|m(¥Y) = m) + wm)P(T(Y) = cc(m)i m(Y) =m) = a
under the null hypothesis.

Therefore, for independent Poisson random variables Y;~P(u;),i = 1,---, k, with
log(u;) = By + B1xi, the probability distribution function is

k
' exp(—u)
f(y)—l_[ . = = exp —Zﬂl exp Zlog(ﬂ
l lyl
k
1

= exp _Zﬂi exp Zyl log(w) | =——

i=1 l 1Yi:

k
1
= exp _Zﬂi exp Zyl(ﬁo +B1xy) | Ty

i=1 l 1Ji
k [k k 1

= exp _Zﬂi exp Blzxiyi+BoZyi- T
i=1 | =1 i=1 i=1Ye

= c(Bo, B exp[B1T(y) + Bom(y)]h(y)
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where

k k

cBo B = exp| - > w |.TG) = ) xym®) = ) yi,h() =
i i i=1

k
i=1 i=1

Note:
The Poisson log-likelihood function for (B, 1) in this problem is

k
[(Bo.B1) ) [y:- log(u) — ]
i=1

k
= Z[}’i(ﬁo + B1x;) —exp(Bo + B1x,)]
i=1

= Po Zk:}’i +B1 zk: Xiyi — zk: exp(Bo + B1x:)
i-1 i=1 i=1

Denote

k k
T= Z exp(Bo + B1xi) = Zﬂi-
i=1 i=1
Then, the log-likelihood for (t, 8;) becomes

k k k
[(Bo.B1) % Bo ) yi+B1 ) xyi— ) exp(Bo+ Frx)
i=1 i=1 i=1

k

=B0m+Blzxiyi -7
i=1
k
=m-log(r) —t+ Blz x;y; — [m-log(t) — Bom]
i=1
a [T
=m-log(t) —T+B1;xiyi—m'log _m]

k [ k

=m-log(®) —7+p: ) xiyi—m-log| ) exp(Bx)

i=1 i=1

= L) (T) + by (B1)

1

k y|'

i=1Ji*



where
Lpyy(@®) <« m-log(r) —t
is the Poisson log-likelihood based on

k
m=>"y; = m¥)~P()
i=1
and
k k
lypmory(B1) < By Z x;y;—m-log Z exp(B1x;)
=1 i=1

is the multinomial log-likelihood for ; based on conditional distribution,
Ylm(Y) =m= er YZr ) Yklm(y) = mNM(mr nlr rnk)r
where M(m,m,,---,m;) is a multinomial distribution with index m and
parameters
exp(B1x;) .
T = o J=1,- k.
Yi-1exp(Bix;)




