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3.3 Comparison of two or more Poisson means: 

Suppose that (࢏ࣆ)ࡼ~࢏ࢅ, ࢏ = ૚, ⋯ , ࢑, are independent Poisson random variables 
with (࢏ࣆ)ࢍ࢕࢒ = ૙ࢼ +  and that we require to test the composite null ࢏૚࢞ࢼ
hypothesis 

:૙ࡴ ૚ࣆ = ૛ࣆ = ⋯ = ࢑ࣆ =        (૙ࢼ)࢖࢞ࢋ
⟺ :૙ࡴ (૚ࣆ)ࢍ࢕࢒ = (૛ࣆ)ࢍ࢕࢒ = ⋯ = (࢑ࣆ)ࢍ࢕࢒ =  ૙ࢼ
⟺ :૙ࡴ ૚ࢼ = ૙                               

The alternative hypotheses under consideration are ࡴ૚: ૚ࢼ > ૙, or ࡴ૚: ૚ࢼ < ૙ or 
:૚ࡴ ૚ࢼ ≠ ૙ . Denote ࢅ = ,૚ࢅ) ,૛ࢅ ⋯ ,  Standard theory of significance testing .(࢑ࢅ
leads to consideration of the test statistic 

(ࢅ)ࢀ = ,૚ࢅ)ࢀ  ,૛ࢅ ⋯ , (࢑ࢅ = ෍ ࢏ࢅ࢏࢞

࢑

ୀ૚࢏

 

conditionally on the observed value of  

(ࢅ)࢓ = ,૚ࢅ)࢓ ,૛ࢅ ⋯ , (࢑ࢅ = ෍ ࢏ࢅ

࢑

ୀ૚࢏

 

which is the sufficient statistic for ࢼ૙. For example, as ࢇࡴ: ૚ࢼ > ૙, the test is  
(࢟)ࢀ ܛ܉ ૙ࡴ ܜ܋܍ܒ܍ܚ >       (࢓)૙ࢉ

(࢟)ࢀ ܛ܉ (࢓)࢝ ܡܜܑܔܑ܊܉܊ܗܚܘ ܐܜܑܟ ૙ࡴ ܜ܋܍ܒ܍ܚ                   =  (࢓)૙ࢉ
(࢟)ࢀ ܛ܉ ૙ࡴ ܜ܋܍ܒ܍ܚ ܜܗܖ <   (࢓)૙ࢉ

given the data 

ܡ = (࢟૚, ࢟૛, ⋯ , ࢟࢑), ࢓ = ෍ ࢏࢟

࢑

ୀ૚࢏

, 

where ࢉ૙(࢓) and ࢝(࢓) can be obtained by solving  
(ࢅ)ࢀ)ࡼ > (ࢅ)࢓|(࢓)૙ࢉ = (࢓ + (ࢅ)ࢀ)ࡼ(࢓)࢝ = (ࢅ)࢓|(࢓)૙ࢉ = (࢓ =  ࢻ

 
under ࡴ૙, .࢏ .ࢋ , ૚ࢼ = ૙ and ࢝(࢓) is some constant depending on ࢓.  
 
Note that under the null hypothesis, we regard the data as having multinomial 

distribution with index ࢓  and parameter vector ቀ૚
࢑ൗ , ૚

࢑ൗ , ⋯ , ૚
࢑ൗ ቁ 

independent of ࢼ૙, i.e.,  

ࡼ ቌࢅ૚ = ࢟૚, ૛ࢅ = ࢟૛, ⋯ , ࢑ࢅ = (ࢅ)࢓|࢑࢟ = ෍ ࢏ࢅ

࢑

ୀ૚࢏

=  ቍ࢓
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∏ ࢑!࢏࢟
ୀ૚࢏

૚
                        ࢓࢑

 
Note:  
Let ࢅ = ,૚ࢅ) ,૛ࢅ ⋯ ,  has the probability density function or probability (࢑ࢅ
distribution function 

(࢟)ࢌ = ,૚࢟)ࢌ ࢟૛, ⋯ , ࢟࢑) = ,ࣂ)ࢉ ࢖࢞ࢋ(ࣁ ቎ࢀࣂ(࢟) + ෍ (࢟)࢐࢓࢐ࣁ
࢘

࢐ୀ૚

቏  .(࢟)ࢎ

Let  
(࢟)࢓ = ൫࢓૚(࢟), ,(࢟)૛࢓ ⋯ ,  .൯(࢟)࢘࢓

Then, for testing ࡴ૙: ࣂ ≤ :૚ࡴ ࢙࢜ ૙ࣂ ࣂ >  ૙, an UMP (uniformly most powerful)ࣂ
unbiased level-test given (ࢅ)࢓ =   is ࢓

(࢟)ࢀ ܛ܉ ૙ࡴ ܜ܋܍ܒ܍ܚ >       (࢓)૙ࢉ
(࢟)ࢀ ܛ܉ (࢓)࢝ ܡܜܑܔܑ܊܉܊ܗܚܘ ܐܜܑܟ ૙ࡴ ܜ܋܍ܒ܍ܚ                   =  (࢓)૙ࢉ

(࢟)ࢀ ܛ܉ ૙ࡴ ܜ܋܍ܒ܍ܚ ܜܗܖ <   (࢓)૙ࢉ
where ࢉ૙(࢓) and ࢝(࢓) can be obtained by solving  

(ࢅ)ࢀ)ࡼ > (ࢅ)࢓|(࢓)૙ࢉ = (࢓ + (ࢅ)ࢀ)ࡼ(࢓)࢝ = (ࢅ)࢓|(࢓)૙ࢉ = (࢓ =  ࢻ
under the null hypothesis. 

 
Therefore, for independent Poisson random variables (࢏ࣆ)ࡼ~࢏ࢅ, ࢏ = ૚, ⋯ , ࢑, with 
(࢏ࣆ)ࢍ࢕࢒ = ૙ࢼ +   the probability distribution function is ,࢏૚࢞ࢼ

(࢟)ࢌ = ෑ
࢏ࣆ

࢏࢟ ∙ (࢏ࣆ−)࢖࢞ࢋ
!࢏࢟

࢑

ୀ૚࢏

= ࢖࢞ࢋ ቌ− ෍ ࢏ࣆ

࢑

ୀ૚࢏

ቍ ࢖࢞ࢋ ቎෍ ࢏ࣆ൫ࢍ࢕࢒
൯࢏࢟

࢑

ୀ૚࢏

቏ ∙
૚

∏ ࢑!࢏࢟
ୀ૚࢏

 

        = ࢖࢞ࢋ ቌ− ෍ ࢏ࣆ

࢑

ୀ૚࢏

ቍ ࢖࢞ࢋ ቎෍ ࢏࢟ ∙ (࢏ࣆ)ࢍ࢕࢒
࢑

ୀ૚࢏

቏ ∙
૚

∏ ࢑!࢏࢟
ୀ૚࢏

 

        = ࢖࢞ࢋ ቌ− ෍ ࢏ࣆ

࢑

ୀ૚࢏

ቍ ࢖࢞ࢋ ቎෍ ૙ࢼ)࢏࢟ + (࢏૚࢞ࢼ
࢑

ୀ૚࢏

቏ ∙
૚

∏ ࢑!࢏࢟
ୀ૚࢏

 

        = ࢖࢞ࢋ ቌ− ෍ ࢏ࣆ

࢑

ୀ૚࢏

ቍ ࢖࢞ࢋ ቎ࢼ૚ ෍ ࢏࢟࢏࢞

࢑

ୀ૚࢏

+ ૙ࢼ ෍ ࢏࢟

࢑

ୀ૚࢏

቏ ∙
૚

∏ ࢑!࢏࢟
ୀ૚࢏

 

        = ,૙ࢼ)ࢉ (࢟)ࢀ૚ࢼ]࢖࢞ࢋ(૚ࢼ +  (࢟)ࢎ[(࢟)࢓૙ࢼ
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where 

,૙ࢼ)ࢉ (૚ࢼ = ࢖࢞ࢋ ቌ− ෍ ࢏ࣆ

࢑

ୀ૚࢏

ቍ , (࢟)ࢀ = ෍ ࢏࢟࢏࢞

࢑

ୀ૚࢏

, (࢟)࢓ = ෍ ࢏࢟

࢑

ୀ૚࢏

, (࢟)ࢎ =
૚

∏ ࢑!࢏࢟
ୀ૚࢏

. 

 
Note:  
The Poisson log-likelihood function for (ࢼ૙,   ૚) in this problem isࢼ

,૙ࢼ)࢒ (૚ࢼ ∝ ෍[࢟࢏ ∙ (࢏ࣆ)ࢍ࢕࢒ − [࢏ࣆ
࢑

ୀ૚࢏

 

= ෍[࢟ࢼ)࢏૙ + (࢏૚࢞ࢼ − ૙ࢼ)࢖࢞ࢋ + [(࢏૚࢞ࢼ
࢑

ୀ૚࢏

       

= ૙ࢼ ෍ ࢏࢟

࢑

ୀ૚࢏

+ ૚ࢼ ෍ ࢏࢟࢏࢞

࢑

ୀ૚࢏

− ෍ ૙ࢼ)࢖࢞ࢋ + (࢏૚࢞ࢼ
࢑

ୀ૚࢏

 

Denote 

࣎ = ෍ ૙ࢼ)࢖࢞ࢋ + (࢏૚࢞ࢼ
࢑

ୀ૚࢏

= ෍ ࢏ࣆ

࢑

ୀ૚࢏

. 

 
Then, the log-likelihood for (࣎,   ૚) becomesࢼ

,૙ࢼ)࢒ (૚ࢼ ∝ ૙ࢼ ෍ ࢏࢟

࢑

ୀ૚࢏

+ ૚ࢼ ෍ ࢏࢟࢏࢞

࢑

ୀ૚࢏

− ෍ ૙ࢼ)࢖࢞ࢋ + (࢏૚࢞ࢼ
࢑

ୀ૚࢏

 

            = ࢓૙ࢼ + ૚ࢼ ෍ ࢏࢟࢏࢞

࢑

ୀ૚࢏

− ࣎ 

= ࢓ ∙ (࣎)ࢍ࢕࢒ − ࣎ + ૚ࢼ ෍ ࢏࢟࢏࢞

࢑

ୀ૚࢏

− ࢓] ∙ (࣎)ࢍ࢕࢒ −  [࢓૙ࢼ

 = ࢓ ∙ (࣎)ࢍ࢕࢒ − ࣎ + ૚ࢼ ෍ ࢏࢟࢏࢞

࢑

ୀ૚࢏

− ࢓ ∙ ࢍ࢕࢒ ൤
࣎

   ൨(૙ࢼ)࢖࢞ࢋ

    = ࢓ ∙ (࣎)ࢍ࢕࢒ − ࣎ + ૚ࢼ ෍ ࢏࢟࢏࢞

࢑

ୀ૚࢏

− ࢓ ∙ ࢍ࢕࢒ ቎෍ (࢏૚࢞ࢼ)࢖࢞ࢋ
࢑

ୀ૚࢏

቏ 

= (࣎)(ࢅ)࢓࢒ +                         (૚ࢼ)(ࢅ)࢓|ࢅ࢒
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where  
(࣎)(ࢅ)࢓࢒ ∝ ࢓  ∙ (࣎)ࢍ࢕࢒ − ࣎ 

is the Poisson log-likelihood based on 

࢓ = ෍ ࢏࢟

࢑

ୀ૚࢏

=  (࣎)ࡼ~(ࢅ)࢓

and  

(૚ࢼ)(ࢅ)࢓|ࢅ࢒ ∝ ૚ࢼ ෍ ࢏࢟࢏࢞

࢑

ୀ૚࢏

− ࢓ ∙ ࢍ࢕࢒ ቎෍ (࢏૚࢞ࢼ)࢖࢞ࢋ
࢑

ୀ૚࢏

቏ 

 
is the multinomial log-likelihood for ࢼ૚ based on conditional distribution,  

(ࢅ)࢓|ࢅ = ࢓ ≡ ,૚ࢅ ,૛ࢅ ⋯ , (ࢅ)࢓|࢑ࢅ = ,࢓)ࡹ~࢓ ࣊૚, ⋯ , ࣊࢑), 
where ࢓)ࡹ, ࣊૚, ⋯ , ࣊࢑)  is a multinomial distribution with index ࢓  and 
parameters  

࣊࢐ =
૚࢞࢐൯ࢼ൫࢖࢞ࢋ

∑ ࢑(࢏૚࢞ࢼ)࢖࢞ࢋ
ୀ૚࢏

, ࢐ = ૚, ⋯ , ࢑. 

 


