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4.4 Likelihood functions:  
1. Log likelihood for multinomial responses 
Let   

풚풊 = (풚풊ퟏ, 풚풊ퟐ , ⋯ , 풚풊풌), 풚풊풋

풌

풋 ퟏ

= 풎 

and  

흅풊 = (흅풊ퟏ , 흅풊ퟐ , ⋯ , 흅풊풌), 흅풊풋

풌

풋 ퟏ

= ퟏ. 

Then, the log-likelihood function for observation 풚풊 is  

풍풊(흅풊|풚풊) ∝ 풚풊풋 ∙ 풍풐품 흅풊풋

풌

풋 ퟏ

= 풚풊풋 ∙ 풍풐품 흅풊풋

풌 ퟏ

풋 ퟏ

+ 풚풊풌 ∙ 풍풐품 ퟏ − 흅풊풋

풌 ퟏ

풋 ퟏ

 

If we choose to work with 풓풊풋, the log-likelihood function for observation 풚풊 can 
be rewritten as   

풍풊(흅풊|풚풊) ∝ 풚풊풋 ∙ 풍풐품 풓풊풋 − 풓풊(풋 ퟏ)

풌

풋 ퟏ

 

= 풚풊풋 ∙ 풍풐품 풓풊풋 − 풓풊(풋 ퟏ)

풌 ퟏ

풋 ퟏ

+ 풚풊풌 ∙ 풍풐품 ퟏ − 풓풊(풌 ퟏ)  

.  
2. Parameter estimation 
For the model with the form  

퐥퐨퐠
풓풊풋(풙풊)

ퟏ − 풓풊풋(풙풊)
= 휽풋 − 풙풊휷, 

we can rewrite the model as  

퐥퐨퐠
풓풊풋

ퟏ − 풓풊풋
= 풙풊풋

∗ 휷∗, 

where  
풓풊풋 = 풓풊풋(풙풊), 

풙풊풋
∗ = [ퟎ ⋯ ퟎ ퟏ ퟎ ⋯ ퟎ −풙풊] 

                                the 풋풕풉  
and 

휷∗ = [휽ퟏ ⋯ 휽풌 ퟏ 휷ퟏ ⋯ 휷풑]풕 = [휷ퟏ
∗ 휷ퟐ

∗ ⋯ 휷풑 풌 ퟏ
∗ ]풕. 

Then, differentiation with respect to 휷∗ gives  
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흏풍
흏휷풓

∗ =
흏풍

흏풓풊풋

흏풓풊풋

흏휷풓
∗

풌 ퟏ

풋 ퟏ

풏

풊 ퟏ

=
흏풍

흏풓풊풋
풙풊풋풓

∗ 풓풊풋 ퟏ − 풓풊풋

풌 ퟏ

풋 ퟏ

풏

풊 ퟏ

, 

where  

풍 = 풍풊(흅풊|풚풊)
풏

풊 ퟏ

, 

풓풊풋 =
풆풙풑 풙풊풋

∗ 휷∗

ퟏ + 풆풙풑 풙풊풋
∗ 휷∗ , 

and 

흏풓풊풋

흏휷풓
∗ =

풙풊풋풓
∗ 풆풙풑 풙풊풋

∗ 휷∗

ퟏ + 풆풙풑 풙풊풋
∗ 휷∗ −

풙풊풋풓
∗ 풆풙풑 풙풊풋

∗ 휷∗ ퟐ

ퟏ + 풆풙풑 풙풊풋
∗ 휷∗ ퟐ 

          = 풙풊풋풓
∗ 풆풙풑 풙풊풋

∗ 휷∗

ퟏ + 풆풙풑 풙풊풋
∗ 휷∗ −

풆풙풑 풙풊풋
∗ 휷∗ ퟐ

ퟏ + 풆풙풑 풙풊풋
∗ 휷∗ ퟐ  

= 풙풊풋풓
∗ 풓풊풋 − 풓풊풋

ퟐ                 
  = 풙풊풋풓

∗ 풓풊풋 ퟏ − 풓풊풋 .                
Similarly, the second order derivative can be obtained.  
 


