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5.4 Proportional hazards models: 

1. Introduction 
Let ࢚૚, ࢚૛, ⋯ ,  be the failure times associated with censor indicator  ࢔࢚
࢝૚, ࢝૛, ⋯ , ࢏࢞ and the covariate vectors ࢔࢝ = ൫࢞࢏૚, ,૛࢏࢞ ⋯ , ൯. Further, let ࢚(૚)࢖࢏࢞ ≤
࢚(૛) ≤ ⋯ ≤ (࢐)࢝ be the ordered uncensored failure times corresponding to (࢓)࢚ =
૚, ࢐ = ૚, ⋯ , ,and ࢞(૚)  ,࢓ ࢞(૛), ⋯ ,  are the associated covariate vectors. Note  (࢓)࢞
(࢐) represents the label for the individual who dies at ࢚(࢐). 
 
Example (continue): 
Suppose 3 covariates, # of cigarettes, gender and age, are of interest.  
We have the following tables: 
 
Labels: 

(૚) = ૚, (૛) = ૝, (૜) = ૟, (૝) = ૡ. 
 
Failure times:  

࢚૚ ࢚૛ ࢚૜ ࢚૝ ࢚૞ ࢚૟ ࢚ૠ ࢚ૡ 
૟ ૠ ૢ. ૞ ૠ ૚૙ ૠ ૟ ૚૚ 

  
࢚(૚) = ࢚૚ ࢚(૛) = ࢚૝ ࢚(૜) = ࢚૟ ࢚(૝) = ࢚ૡ 

૟ ૠ ૠ ૚૚ 
 
Covariates: 

࢞૚ ࢞૛ ࢞૜ ࢞૝ 
(૛૙, ૚, ૝૞) (૜૙, ૚, ૛૙) (૞૙, ૙, ૜ૡ) (૝૙, ૚, ૛૟) 

࢞૞ ࢞૟ ࢞ૠ ࢞ૡ 
(૜, ૙, ૝૛) (૝૙, ૙, ૚ૠ) (૟૙, ૚, ૛૞) (૚૙, ૙, ૛ૢ) 

                                                        
࢞(૚) = ࢞૚ ࢞(૛) = ࢞૝ ࢞(૜) = ࢞૟ ࢞(૝) = ࢞ૡ 

(૛૙, ૚, ૝૞) (૝૙, ૚, ૛૟) (૝૙, ૙, ૚ૠ) (૚૙, ૙, ૛ૢ) 
 
The proportional hazards model specifying the hazard at time t for an individual 
whose covariate vector is ࢞ is given by  

(࢚)ࣅ = (࢚)૙ࣅ ∙  ,(ࢼ࢞)࢖࢞ࢋ
where ࣅ૙(࢚) is referred to as the baseline hazard function. The model implies that 
the ratio of hazards for two individuals depends on the difference between their 
linear predictor at any time. For example, for individuals with covariate vectors ࢞૚ 
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and ࢞૛, respectively, the ratio of hazards for the two individuals is  
(࢚)૙ࣅ ∙ (ࢼ૚࢞)࢖࢞ࢋ
(࢚)૙ࣅ ∙ (ࢼ૛࢞)࢖࢞ࢋ = ૚࢞)]࢖࢞ࢋ − ࢞૛)ࢼ] 

which only depends on the difference between their linear predictor.  
 
The exact likelihood function,  

,ࢼ]ࡸ [(࢚)૙ࣅ = ෑ[ࣅ૙(࢚࢏)]࢝(࢏࢚)ࡿ࢏
࢔

ୀ૚ࡵ

 

= ෑ[ࣅ૙(࢚࢏) ∙ ࢖࢞ࢋ࢏࢝[(ࢼ࢏࢞)࢖࢞ࢋ ቈ− න (࢞)૙ࣅ ∙ ࢞ࢊ(ࢼ࢏࢞)࢖࢞ࢋ
࢏࢚

૙
቉

࢔

ୀ૚ࡵ

 

depends on both the nonparametric function ࣅ૙(࢚) and the parameter ࢼ. Thus, it 
might be difficult to estimate ࣅ૙(࢚) and ࢼ simultaneously. To resolve the problem, 
one solution is to find a “modified function” involving only ࢼ. Then, we can estimate 
 .based on the modified likelihood function ࢼ or make statistical inference about ࢼ
Thus, the effect of the covariate vector ࢞ can be assessed.  
 
2. Partial likelihood function 
Denote ࡾ(࢚) to be the set of individuals who are alive and uncensored at a time 
just prior to ࢚. ࡾ(࢚) is called the rik set.  
 
Example (continue): 

.ૢ)ࡾ (ૠ)ࡾ (૟)ࡾ ૞) ࡾ(૚૙) ࡾ(૚૚) 
{૚, ૛, ૜, ૝, ૞, ૟, ૠ, ૡ} {૛, ૜, ૝, ૞, ૟, ૡ} {૜, ૞, ૡ} {૞, ૡ} {ૡ} 
                                                         
The partial likelihood function is  

(ࢼ)࢖ࡸ = ෑ
൯ࢼ(࢐)൫࢞࢖࢞ࢋ

∑ ൯(࢐)൫࢚ࡾ∋࢒(ࢼ࢒࢞)࢖࢞ࢋ
= ෑ ቈ

(ࢼ࢏࢞)࢖࢞ࢋ
∑ (࢏࢚)ࡾ∋࢒(ࢼ࢒࢞)࢖࢞ࢋ

቉
࢔࢏࢝

ୀ૚࢏

࢓

࢐ୀ૚

. 

The estimate ࢼ෡ can be obtained by numerically solving  
(ࢼ)࢖ࡸࢾ

ࢼࢾ = ૙. 

The variance-covariance matrix of ࢼ෡  can be estimated by the inverse of the 
observed information matrix evaluated at ࢼ෡, i.e.,  

෡൯ࢼ૚൫ିࡵ = ቈ
൧(ࢼ)࢖ࡸൣࢍ࢕࢒૛ࢾ−

ࢼࢾ࢚ࢼࢾ
቉

෡ࢼୀࢼ

ି૚

. 
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Thus, to test ࡴ૙: ࢑ࢼ = ૙, the Wald statistic  
෡࢑ࢼ

࢙. .ࢋ ൫ࢼ෡࢑൯
,૙)ࡺ~ ૚) 

under ࡴ૙: ࢑ࢼ = ૙  can be used, where ࢙. .ࢋ ൫ࢼ෡࢑൯  is the standard error of the 
partial likelihood estimate ࢼ෡࢑. 
 
Note:  
Intuitively, given ࡾ൫࢚(࢐)൯,  

൯(࢐)࢚ ࢚ࢇ ࢋ࢏ࢊ (࢐) ࢚࢔ࢋ࢏࢚ࢇ࢖൫ࡼ
∑ ൯(࢐)൫࢚ࡾ∋࢒൯(࢐)࢚ ࢚ࢇ ࢋ࢏ࢊ ࢒ ࢚࢔ࢋ࢏࢚ࢇ࢖൫ࡼ

 

=
൯(࢐)൫࢚(࢐)ࣅ

∑ ൯(࢐)൫࢚ࡾ∋࢒൯(࢐)൫࢚࢒ࣅ
=

൯ࢼ(࢐)൫࢞࢖࢞ࢋ൯(࢐)૙൫࢚ࣅ
∑ ൯(࢐)൫࢚ࡾ∋࢒(ࢼ࢒࢞)࢖࢞ࢋ൯(࢐)૙൫࢚ࣅ

 

=
൯ࢼ(࢐)൫࢞࢖࢞ࢋ

∑ ൯(࢐)൫࢚ࡾ∋࢒(ࢼ࢒࢞)࢖࢞ࢋ
.                        

 
Example (continue): 

ࢼ = ൥
૚ࢼ
૛ࢼ
૜ࢼ

൩. 

The partial likelihood function is  

(ࢼ)࢖ࡸ = ෑ
൯ࢼ(࢐)൫࢞࢖࢞ࢋ

∑ ൯(࢐)൫࢚ࡾ∋࢒(ࢼ࢒࢞)࢖࢞ࢋ
= ෑ ቈ

(ࢼ࢏࢞)࢖࢞ࢋ
∑ (࢏࢚)ࡾ∋࢒(ࢼ࢒࢞)࢖࢞ࢋ

቉
ૡ࢏࢝

ୀ૚࢏

૝

࢐ୀ૚

. 

As ࢐ = ૚, 

൯ࢼ൫࢞(૚)࢖࢞ࢋ
∑ ൫࢚(૚)൯ࡾ∋࢒(ࢼ࢒࢞)࢖࢞ࢋ

=
(ࢼ૚࢞)࢖࢞ࢋ

∑ (૟)ࡾ∋࢒(ࢼ࢒࢞)࢖࢞ࢋ
=

(ࢼ૚࢞)࢖࢞ࢋ
∑ {૚,૛,⋯,ૡ}∋࢒(ࢼ࢒࢞)࢖࢞ࢋ

=
(ࢼ૚࢞)࢖࢞ࢋ

∑ ૡ(ࢼ࢒࢞)࢖࢞ࢋ
ୀ૚࢒

. 

As ࢐ = ૛, 

൯ࢼ൫࢞(૛)࢖࢞ࢋ
∑ ൫࢚(૛)൯ࡾ∋࢒(ࢼ࢒࢞)࢖࢞ࢋ

=
(ࢼ૝࢞)࢖࢞ࢋ

∑ (ૠ)ࡾ∋࢒(ࢼ࢒࢞)࢖࢞ࢋ
=

(ࢼ૝࢞)࢖࢞ࢋ
∑ {૛,૜,૝,૞,૟,ૡ}∋࢒(ࢼ࢒࢞)࢖࢞ࢋ

 

=
(ࢼ૝࢞)࢖࢞ࢋ

(ࢼ૛࢞)࢖࢞ࢋ + (ࢼ૜࢞)࢖࢞ࢋ + (ࢼ૝࢞)࢖࢞ࢋ + (ࢼ૞࢞)࢖࢞ࢋ + (ࢼ૟࢞)࢖࢞ࢋ +  .(ࢼૡ࢞)࢖࢞ࢋ
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As ࢐ = ૜, 

൯ࢼ൫࢞(૜)࢖࢞ࢋ
∑ ൫࢚(૜)൯ࡾ∋࢒(ࢼ࢒࢞)࢖࢞ࢋ

=
(ࢼ૟࢞)࢖࢞ࢋ

∑ (ૠ)ࡾ∋࢒(ࢼ࢒࢞)࢖࢞ࢋ
=

(ࢼ૟࢞)࢖࢞ࢋ
∑ {૛,૜,૝,૞,૟,ૡ}∋࢒(ࢼ࢒࢞)࢖࢞ࢋ

 

=
(ࢼ૟࢞)࢖࢞ࢋ

(ࢼ૛࢞)࢖࢞ࢋ + (ࢼ૜࢞)࢖࢞ࢋ + (ࢼ૝࢞)࢖࢞ࢋ + (ࢼ૞࢞)࢖࢞ࢋ + (ࢼ૟࢞)࢖࢞ࢋ +  .(ࢼૡ࢞)࢖࢞ࢋ

As ࢐ = ૝, 

൯ࢼ൫࢞(૝)࢖࢞ࢋ
∑ ൫࢚(૝)൯ࡾ∋࢒(ࢼ࢒࢞)࢖࢞ࢋ

=
(ࢼૡ࢞)࢖࢞ࢋ

∑ (૚૚)ࡾ∋࢒(ࢼ࢒࢞)࢖࢞ࢋ
=

(ࢼૡ࢞)࢖࢞ࢋ
∑ {ૡ,}∋࢒(ࢼ࢒࢞)࢖࢞ࢋ

=
(ࢼૡ࢞)࢖࢞ࢋ
(ࢼૡ࢞)࢖࢞ࢋ = ૚. 

Thus, 

(ࢼ)࢖ࡸ =
૚࢞)]࢖࢞ࢋ + ࢞૝ + ࢞૟)ࢼ]

ൣ∑ ૡ(ࢼ࢒࢞)࢖࢞ࢋ
ୀ૚࢒ ൧ൣ∑ {૛,૜,૝,૞,૟,ૡ}∋࢒(ࢼ࢒࢞)࢖࢞ࢋ ൧૛. 


