Chapter 6 Conditional Likelihoods

6.1 Introduction:

\Motivating Example:\

2 groups: medicine and placebo.
3 ordinal response categories: no improvement, partial cure, complete cure.
The proportional-odds model,

rij i .
loy(l—r,-,-) =0]-—x,-B,] =1,2,i=1,2,

where
X = {1, medicine

t 0,placebo
In this example, the parameter [ is of interest and 64,0, are “nuisance
parameters” or “incidental parameter”. The number of nuisance parameters might
increase as we have more response categories. Thus, the likelihood might depend
on a large number of “nuisance parameters” in addition to the parameter of interest.

Objective:
Seek a modified likelihood function that depends on as few of the nuisance
parameters as possible while sacrificing as little information as possible.

Let 8 = (@, 1), where ¢ is the parameter vector of interest and A is a vector of
nuisance parameters. The conditional likelihood can be obtained as follows:

1. Find the complete sufficient statistic S .

2. Construct the conditional log-likelihood

I, = lOg(fY|s,1)’
where fys, isthe conditional distribution of the response

Ya

given S,. Two cases might occur. One is that for fixed ¢,, S,(¢@,) dependson ¢,.
The other is that S;(¢@,) = S, isindependent of ¢,.

Conditional Likelihood for Exponential Family:
Suppose that the log-likelihood for 8 = (¢, 1) can be written in the exponential
family form



l(6]y) = 6's — b(0).
Also, suppose [(6|y) has a decomposition of the form
L(8]y) = ¢*sy + 2's; — b(@, 1)
The conditional likelihood of the data Y given s, is
l.(p) = l(@]|s;) = @'s; — b* (@, s7)
which is independent of the nuisance parameter and may be used for inferences
regarding @.

Y,~P(u,),Y,~P(u,) areindependent. Suppose
Hu
@ =log (f) = log(py) —log(py)
1

is the parameter of interest and A, = log(u,) is the nuisance parameter. Then,
the log-likelihood is
(g, 21)
o log{exp[—(py1 + 1)1 - pe® 27?3
= —(u1+ p2) +y1-log(ps) +y2 - log(uy)

u
= - (1 + ;Tj) +y1-log(py) +y; - log(py) — y2[log(uy) — log(py)]

= Y20 + (¥1 +¥2)41 — exp(41)[1 + exp(o)]
=519 + 5241 — b(@,41)
= $1=Y2,52 =Y1+Y2b(@ 1) = exp(4,)[1 + exp(¢)]
Then, by the above result for exponential family, the conditional likelihood is
l(¢) = 510 — b (@, 52).
In fact, the conditional distribution of Y,,Y, given Y, +Y, =5, is

B(sz, e )
uq+ pp

Thus,
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=y, +S -log[—] by F1 = 1
B 1+ exp(e) motr 1+ (M2,)



=510 —b*(@,s3),
where

1
b*(@,s;) = —s, - log [1+e—xp((p)]



