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Chapter 6 Conditional Likelihoods 

6.1 Introduction: 

Motivating Example: 
ퟐ groups: medicine and placebo. 
ퟑ ordinal response categories: no improvement, partial cure, complete cure. 
The proportional-odds model,  

풍풐품
풓풊풋

ퟏ − 풓풊풋
= 휽풋 − 풙풊휷, 풋 = ퟏ, ퟐ, 풊 = ퟏ, ퟐ, 

where  

풙풊 = ퟏ, 풎풆풅풊풄풊풏풆
ퟎ, 풑풍풂풄풆풃풐  

In this example, the parameter 휷  is of interest and 휽ퟏ, 휽ퟐ  are “nuisance 
parameters” or “incidental parameter”. The number of nuisance parameters might 
increase as we have more response categories. Thus, the likelihood might depend 
on a large number of “nuisance parameters” in addition to the parameter of interest.  
 
Objective:  
Seek a modified likelihood function that depends on as few of the nuisance 
parameters as possible while sacrificing as little information as possible.  
 
Let 휽 = (흋, 흀), where 흋 is the parameter vector of interest and 흀 is a vector of 
nuisance parameters. The conditional likelihood can be obtained as follows: 
1. Find the complete sufficient statistic 푺흀 . 
2. Construct the conditional log-likelihood  

풍풄 = 풍풐품 풇풀|푺흀 , 
where 풇풀|푺흀  is the conditional distribution of the response  

풀 =

풀ퟏ
풀ퟐ
⋮

풀풏

 

given 푺흀. Two cases might occur. One is that for fixed 흋ퟎ, 푺흀(흋ퟎ) depends on 흋ퟎ. 
The other is that 푺흀(흋ퟎ) = 푺흀 is independent of 흋ퟎ.  
 
Conditional Likelihood for Exponential Family: 
Suppose that the log-likelihood for 휽 = (흋, 흀) can be written in the exponential 
family form  



2 
 

풍(휽|풚) = 휽풕풔 − 풃(휽). 
Also, suppose 풍(휽|풚) has a decomposition of the form 

풍(휽|풚) = 흋풕풔ퟏ + 흀풕풔ퟐ − 풃(흋, 흀) 
The conditional likelihood of the data 풀 given 풔ퟐ is  

풍풄(흋) = 풍(흋|풔ퟐ) = 흋풕풔ퟏ − 풃∗(흋, 풔ퟐ) 
which is independent of the nuisance parameter and may be used for inferences 
regarding 흋. 
 
Example 1: 
풀ퟏ~푷(흁ퟏ), 풀ퟐ~푷(흁ퟐ) are independent. Suppose  

흋 = 풍풐품
흁ퟐ

흁ퟏ
= 풍풐품(흁ퟐ) − 풍풐품(흁ퟏ) 

is the parameter of interest and 흀ퟏ = 풍풐품(흁ퟏ) is the nuisance parameter. Then, 
the log-likelihood is  
      풍(흋, 흀ퟏ) 
    ∝ 풍풐품{풆풙풑[−(흁ퟏ + 흁ퟐ)] ∙ 흁ퟏ

풚ퟏ흁ퟐ
풚ퟐ} 

    = −(흁ퟏ + 흁ퟐ) + 풚ퟏ ∙ 풍풐품(흁ퟏ) + 풚ퟐ ∙ 풍풐품(흁ퟐ) 

 = −흁ퟏ ퟏ +
흁ퟐ

흁ퟏ
+ 풚ퟏ ∙ 풍풐품(흁ퟏ) + 풚ퟐ ∙ 풍풐품(흁ퟏ) − 풚ퟐ[풍풐품(흁ퟏ) − 풍풐품(흁ퟐ)] 

    = 풚ퟐ흋 + (풚ퟏ + 풚ퟐ)흀ퟏ − 풆풙풑(흀ퟏ)[ퟏ + 풆풙풑(흋)] 
    = 풔ퟏ흋 + 풔ퟐ흀ퟏ − 풃(흋, 흀ퟏ) 
 ⇒  풔ퟏ = 풚ퟐ, 풔ퟐ = 풚ퟏ + 풚ퟐ, 풃(흋, 흀ퟏ) = 풆풙풑(흀ퟏ)[ퟏ + 풆풙풑(흋)] 
Then, by the above result for exponential family, the conditional likelihood is  

풍풄(흋) = 풔ퟏ흋 − 풃∗(흋, 풔ퟐ). 
In fact, the conditional distribution of 풀ퟏ, 풀ퟐ given 풀ퟏ + 풀ퟐ = 풔ퟐ is 

푩 풔ퟐ,
흁ퟏ

흁ퟏ + 흁ퟐ
. 

Thus, 
       풍풄(흋) 

     ∝ 풚ퟏ ∙ 풍풐품
흁ퟏ

흁ퟏ + 흁ퟐ
+ (풔ퟐ − 풚ퟏ) ∙ 풍풐품

흁ퟐ

흁ퟏ + 흁ퟐ
 

     = 풚ퟏ ∙ 풍풐품
흁ퟏ

흁ퟏ + 흁ퟐ
+ (풔ퟐ − 풚ퟏ) ∙ 풍풐품

흁ퟏ

흁ퟏ + 흁ퟐ
 

     −(풔ퟐ − 풚ퟏ) 풍풐품
흁ퟏ

흁ퟏ + 흁ퟐ
− 풍풐품

흁ퟐ

흁ퟏ + 흁ퟐ
                        

  = 풚ퟐ흋 + 풔ퟐ ∙ 풍풐품
ퟏ

ퟏ + 풆풙풑(흋)  풃풚 
흁ퟏ

흁ퟏ + 흁ퟐ
=

ퟏ
ퟏ + 흁ퟐ 흁ퟏ
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     = 풔ퟏ흋 − 풃∗(흋, 풔ퟐ), 
where  

풃∗(흋, 풔ퟐ) = −풔ퟐ ∙ 풍풐품
ퟏ

ퟏ + 풆풙풑(흋) . 

 


