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6.3 Some applications involving binary data: 

Combination of several ퟐ × ퟐ tables: 
Suppose there are m centres participating in the clinical trial. Then, the following 
tables can be obtained, 풋 = ퟏ, ⋯ , 풎, 

 퐒퐮퐜퐜퐞퐬퐬 퐅퐚퐢퐥퐮퐫퐞  
퐓퐫퐞퐚퐭퐦퐞퐧퐭 풚ퟏ풋 풏ퟏ풋 − 풚ퟏ풋 풏ퟏ풋 

퐂퐨퐧퐭퐫퐨퐥 풚ퟐ풋 풏ퟐ풋 − 풚ퟐ풋 풏ퟐ풋 
 풔ퟏ풋 풔ퟐ풋  풏풋  

We may consider 풀ퟏ풋~푩 풏ퟏ풋, 흅ퟏ풋  and 풀ퟐ풋~푩 풏ퟐ풋, 흅ퟐ풋  with  
풍풐품풊풕 흅ퟏ풋 = 흀풋 + ∆, 

풍풐품풊풕 흅ퟐ풋 = 흀풋. 
The main difficulty based on the full likelihood is that it contains 풎 + ퟏ  
parameters 흀ퟏ, 흀ퟐ, ⋯ , 흀풎, ∆,  to be estimated. In such circumstances, maximum 
likelihood needs not be consistent or efficient for large 풎. However, if we used the 
conditional likelihood based on 풀ퟏ풋|풀ퟏ풋 + 풀ퟐ풋 = 풔ퟏ풋, the likelihood then depends 
on only one parameter ∆. The conditional log-likelihood for ∆ is 

풍풄(∆) ∝ 풍풐품
흋풚ퟏ풋

푷ퟎ(흋) = 풚ퟏ풋 ∙ 풍풐품(흋) − 풍풐품[푷ퟎ(흋)]
풎

풋 ퟏ

풎

풋 ퟏ

 

      = 풚ퟏ풋∆ − 풍풐품 푷ퟎ 풆풙풑(∆)                    
풎

풋 ퟏ

 

where  

흋 =

흅ퟏ풋
ퟏ − 흅ퟏ풋

흅ퟐ풋
ퟏ − 흅ퟐ풋

, 

∆= 풍풐품풊풕 흅ퟏ풋 − 풍풐품풊풕 흅ퟐ풋 = 풍풐품
흅ퟏ풋

ퟏ − 흅ퟏ풋
− 풍풐품

흅ퟐ풋

ퟏ − 흅ퟐ풋
= 풍풐품(흋), 

and  

푷ퟎ(흋) =
풏ퟏ풋

풌
풏ퟐ풋

풔ퟏ풋 − 풌 흋풌
풃

풌 풂

. 

Thus, the maximum conditional likelihood estimate is the solution of 

풅풍풄(∆)
풅∆ = ퟎ ∙ 

In addition, provided the total conditional Fisher information is sufficiently large, 
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standard large-sample likelihood theory applies to the conditional likelihood. To  
test 푯ퟎ: ∆= ퟎ, we can use the score statistic under 푯ퟎ: 

푼 =
풅풍풄(∆)

풅∆ ∆ ퟎ
= 풚ퟏ풋 −

풏ퟏ풋 풚ퟏ풋 + 풚ퟐ풋

풏풋
= 풚ퟏ풋 −

풏ퟏ풋풔ퟏ풋

풏풋
,

풎

풋 ퟏ

풎

풋 ퟏ

 

where the conditional expectation 풀ퟏ풋 is  
풏ퟏ풋

풏풋
∙ 풔ퟏ풋. 

In addition, 

푽풂풓(푼) =
풏ퟏ풋풏ퟐ풋풔ퟏ풋 풏풋−풔ퟏ풋

풏풋
ퟐ 풏풋 − ퟏ

.
풎

풋 ퟏ

 

. 
Then, the test statistic is  

풁 =
푼 − ퟏ

ퟐ
푽풂풓(푼)

 

for one-sided hypothesis. The test is known as the Mantel-Haenszel test. 
 
Note:  
There is the probability that ∆ varies from centre to centre. That is, ∆ might not 
be constant over different centres. Such interactions require careful investigation 
and detailed plausible explanation.  
 
 


