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7.2 Independent observations: 

1. Covariance functions 
Let  

풀 =

풀ퟏ
풀ퟐ
⋮

풀풏

, 푬(풀) = 흁 =

흁ퟏ
흁ퟐ
⋮

흁풏

, 푪풐풗(풀) = 흈ퟐ푽(흁), 

where 흈ퟐ  may be unknown and 푽(흁)  is a matrix of known functions. Suppose 
풀ퟏ, 풀ퟐ, ⋯ , 풀풏 are independent and 푽풂풓(풀풊) depends only on 흁풊. Then,  

푽(흁) =

푽ퟏ(흁ퟏ) ퟎ
ퟎ 푽ퟐ(흁ퟐ)

⋯ ퟎ
⋯ ퟎ

⋮     ⋮
ퟎ     ퟎ

⋱ ⋮
⋯ 푽풏(흁풏)

 

 
Note: 
푽ퟏ(∙), 푽ퟐ(∙), ⋯ , 푽풏(∙) may be taken to be identical. 
 
2. Quasi-likelihood functions 
Motivating example: 
Let 풀~푵(흁, 흈ퟐ). Then, the log-likelihood function is  

풍(흁) ∝
−(풚 − 흁)ퟐ

ퟐ흈ퟐ . 

Thus, the score function for 흁 is  

푼(흁) =
풅풍(흁)

풅흁 =
풚 − 흁

흈ퟐ . 

Note that  

푼(풕)풅풕 =
흁

풚

풚 − 풕
흈ퟐ 풅풕 =

ퟏ
흈ퟐ ∙ 풚풕 −

풕ퟐ

ퟐ
풚

흁흁

풚
=

ퟏ
흈ퟐ ∙

−(풚 − 흁)ퟐ

ퟐ ∝ 풍(흁). 

 
Denote  

푼 =
풀 − 흁

흈ퟐ푽(흁). 

 
푼 has the following properties in common with the score function: 

푬(푼) = ퟎ, 푽풂풓(푼) = −푬
흏푼(흁)

흏흁 =
ퟏ

흈ퟐ푽(흁). 
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Then, since the score function is the derivative of the log-likelihood function, the 
integral  

푸(흁) =
풚 − 풕

흈ퟐ푽(풕) 풅풕,
흁

풚
 

if exists, should behave like a log-likelihood function for 흁  under the very mild 
assumptions. 푸(흁)  is referred to as the quasi-likelihood, or as the log quasi-
likelihood for 흁 based on the data 풚. 
Example: 
Let 푽(흁) = 흁. Then, 푽풂풓(풀) = 흈ퟐ흁 and 

푼 =
풀 − 흁
흈ퟐ흁 ∙ 

Then 

푸(흁) =
풚 − 풕
흈ퟐ풕 풅풕 =

ퟏ
흈ퟐ

풚
풕 풅풕

흁

풚
− ퟏ풅풕

흁

풚

흁

풚
 

     =
ퟏ

흈ퟐ [풚 ∙ 풍풐품(흁) − 흁 + 풚 − 풚 ∙ 풍풐품(풚)] 

     ∝ 풚 ∙ 풍풐품(흁) − 흁 
     ≡ 풍풐품 − 풍풊풌풆풍풊풉풐풐풅 풐풇 푷풐풊풔풔풐풏 풓풂풅풐풎 풗풂풓풊풂풃풍풆 
Example: 
Let 푽(흁) = 흁ퟐ. Then, 푽풂풓(풀) = 흈ퟐ흁ퟐ and 

푼 =
풀 − 흁
흈ퟐ흁ퟐ ∙ 

Then 

푸(흁) =
풚 − 풕
흈ퟐ풕ퟐ 풅풕 =

ퟏ
흈ퟐ

풚
풕ퟐ 풅풕

흁

풚
−

ퟏ
풕 풅풕

흁

풚

흁

풚
 

     =
ퟏ

흈ퟐ ퟏ −
풚
흁 − 풍풐품(흁) + 풍풐품(풚)  

     =
ퟏ

흈ퟐ −
풚
흁 − 풍풐품(흁) +

ퟏ
흈ퟐ [ퟏ + 풍풐품(풚)] 

     ∝ −
풚
흁 − 풍풐품(흁) 

     ≡ 풍풐품 − 풍풊풌풆풍풊풉풐풐풅 풐풇 품풂풎풎풂 풓풂풅풐풎 풗풂풓풊풂풃풍풆 
 
Note that for a gamma random variable 풀 with 푬(풀) = 흁, then 푽풂풓(풀) = 흁ퟐ.                                        
 
The quasi-likelihood function for the complete data is the sum of the individual 
contributions  
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푸(흁) = 푸풊(흁풊)
풏

풊 ퟏ

=
풚풊 − 풕

흈ퟐ푽풊(풕) 풅풕.
흁풊

풚풊

풏

풊 ퟏ

 

The quasi-deviance function corresponding to a single observation is  

푫(풚, 흁) = −ퟐ흈ퟐ푸(흁) = ퟐ
풚 − 풕
푽(풕) 풅풕,

풚

흁
 

which does not depend on 흈ퟐ. 
 
3. Parameter estimation 
Let the vector of parameter퐬 휷 related to the dependence of 흁 on the covariate 
풙. Therefore, we can write 흁풊 = 흁풊(휷). Thus 

흏푸풊(흁풊)
흏휷풓

=
흏푸풊(흁풊)

흏흁풊

흏흁풊

흏휷풓
=

풚풊 − 흁풊

흈ퟐ푽풊(풕) ∙ 푫풊풓, 

where  

푫풊풓 =
흏흁풊

흏휷풓
. 

Therefore, 

흏푸(흁)
흏휷풓

=
흏푸풊(흁풊)

흏휷풓

풏

풊 ퟏ

=
풚풊 − 흁풊

흈ퟐ푽풊(풕) ∙ 푫풊풓

풏

풊 ퟏ

 

     =
ퟏ

흈ퟐ [푫풊풓 푫풊풓 ⋯ 푫풊풓]

⎣
⎢
⎢
⎡푽ퟏ

ퟏ(흁ퟏ) ퟎ
ퟎ 푽ퟐ

ퟏ(흁ퟐ)
⋯ ퟎ
⋯ ퟎ

⋮     ⋮
ퟎ     ퟎ

⋱ ⋮
⋯ 푽풏

ퟏ(흁풏)⎦
⎥
⎥
⎤ 풚ퟏ − 흁ퟏ

풚ퟐ − 흁ퟐ
⋮

풚풏 − 흁풏

 

      =
ퟏ

흈ퟐ 푫풓
풕 푽 ퟏ(풚 − 흁) 

where 

풚 =

풚ퟏ
풚ퟐ
⋮

풚풏

, 푫풓 =

푫ퟏ풓
푫ퟐ풓

⋮
푫풏풓

. 

Further,  

푼(휷) =
흏푸(흁)

흏휷 =
ퟏ

흈ퟐ 푫풕푽 ퟏ(풚 − 흁), 

where  

푫풏×풑 = [푫ퟏ 푫ퟐ ⋯ 푫풑] =

⎣
⎢
⎢
⎡푫ퟏퟏ 푫ퟏퟐ
푫ퟐퟏ 푫ퟐퟐ

⋯ 푫ퟏ풑
⋯ 푫ퟐ풑

⋮ ⋮
푫풏ퟏ 푫풏ퟐ

⋱ ⋮
⋯ 푫풏풑⎦

⎥
⎥
⎤
. 
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The covariance matrix of 푼(휷) is  

푰(휷) = 푪풐풗[푼(휷)] = −푬
흏푼(휷)

흏휷 =
ퟏ

흈ퟐ 푫풕푽 ퟏ푫. 

 
Note: 
Under the usual limiting conditions on the eigenvalues of 푰(휷) , the asymptotic 
variance-covariance matrix of 휷 is  

푪풐풗 휷 = 푰 ퟏ(휷) = 흈ퟐ(푫풕푽 ퟏ푫) ퟏ. 
That is, 푰(휷) plays the same role as the Fisher’s information for ordinary likelihood 
functions.    
                            
To obtain the parameter estimate 휷, the Fisher’s scoring method is  

휷풏 ퟏ = 휷풏 + 푫풏
풕 푽풏

ퟏ푫풏
ퟏ

푫풏
풕 푽풏

ퟏ(풚 − 흁풏), 풏 = ퟎ, ퟏ, ⋯ 

where  
푫풏 = [푫]휷 휷풏

, 푽풏 = [푽]휷 휷풏
, 흁풏 = [흁]휷 휷풏

. 
To estimate 흈ퟐ, we can use the following statistic  

흈ퟐ =
ퟏ

풏 − 풑 ∙
(풚풊 − 흁풊)ퟐ

푽풊(흁풊)

풏

풊 ퟏ

=
푿ퟐ

풏 − 풑,  

where 흁풊 are the estimates of 흁풊 based on 휷 and 푿ퟐ is the generalized Pearson 
statistic.  
 
Note: 

푽풂풓(풀풊) = 흈ퟐ푽풊(흁풊) 

⟹ 흈ퟐ =
푽풂풓(풀풊)
푽풊(흁풊)

= 푽풂풓
풀풊 − 흁풊

푽풊(흁풊)
 

Thus, the estimator similar to the sample variance is  

∑ 풀풊 − 흁풊

푽풊(흁풊)

ퟐ
풏
푰 ퟏ

풏 − 풑 =
ퟏ

풏 − 풑 ∙
(풀풊 − 흁풊)ퟐ

푽풊(흁풊)

풏

풊 ퟏ

. 

The statistic 흈ퟐ can be obtained by replacing 흁풊 by 흁풊. 


