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Final       2021. 06. 21 

I. Statistics (120%) 

1. (50%) For the following data from 3 populations: 
 Observations 

Population 1 (૙. ૜ૠ, ૚. ૙૟, ૙. ૜૟),(૚. ૙૟, ૚. ૟૞, ૛. ૙૟), (૙. ૡ૚, ૙. ૢ૛, ૙. ૡ૙) 
(−૙. ૢૡ, ૚. ૠ૞, ૚. ૙ૡ), (૙. ૢ૛, −૙. ૡ૞, ૙. ૠ૜) 

Population 2 (૚. ૚૜, ૛. ૞૜, ૚. ૝૛), (૙. ૠ૚, ૜. ૚ૢ, ૛. ૙૚), (૛. ૛ૡ, ૚. ૙૙, ૛. ૚૟) 
(૚. ૞૝, ૚. ૢૢ, ૙. ૛૚), (૛. ૚૚, ૚. ૝૞, ૚. ૝૟) 

Population 3 (૚. ૟૜, ૛. ૟૛, ૚. ૚૞), (૛. ૟૟, ૝. ૛૜, ૙. ૛૜), (૚. ૞૞, ૚. ૜૟, ૛. ૙૞) 
(−૙. ૡ૛, ૚. ૛૛, ૙. ૠ૞), (૛. ૚૞, ૜. ૚૙, ૚. ૙૙) 

Please do the following: 
(a) Find the variance-covariance matrix and the correlation matrix using all data 
(b) Find the principal components by both ૠ૞%  criterion and mean criterion 

using all data. 
(c) For the data in all populations, please use Fisher’s discrimination method to 

find ࢇෝ૚ and ࢇෝ૛, the coefficient vectors of the discriminant functions. 
(d) Find the error rate for the ૚૞ observations based on ࢇෝ૚ and ࢇෝ૛ in (c). 
(e) Please find the smallest error rate for the above data as using K-means method 

with the number of clusters equal to ૜. 
 

2. (50%) Here is a set of data with the model  
࢏࢟ = ૙ࢼ + ૚࢏૚࢞ࢼ + ૛࢏૛࢞ࢼ + ,࢏ࣕ ࢏ = ૚, ⋯ , ૞ ࣕࡺ~࢏(૙, ࣌૛), 

 ૠ૛ ૡ૚ ૢૡ ૚૛૜ ૚૛ૢ ࢏࢟
 ૚ −૚ −૚ ૙ ૚ ૚࢏࢞
 ૛ −૚ ૙ ૙ ૙ ૚࢏࢞

   Compute the following.  
   (a) Least squares estimate and ࡾ૛. 
   (b) Find F statistic and p-value to test ࡴ૙: ૚ࢼ = ૛ࢼ = ૙. 
   (c) Find the t statistic and p-value to test ࡴ૙: ૚ࢼ ≤ ૛૛ ܛܞ. :૚ࡴ  ૚ࢼ > ૛૛. 
   (d) Find F statistic and p-value to test ࡴ૙: ૚ࢼ − ૜ࢼ૛ = ૙. 

(e) Find AIC and BIC (or SBC) and select the best model(s) based on the two  
criteria.  
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3. (20%) 
(a) Let a random sample of ࢄ૚, ⋯ ,   Then, two estimators of .(ࣅ)࢔࢕࢙࢙࢏࢕ࡼ~࢔ࢄ
  of (૚ +   are ࣅିࢋ(ࣅ

૚ࢾ = (૚ + ഥࢄିࢋ(ഥࢄ ; ૛ࢾ  = ൬
࢔ − ૚

࢔ ൰
ഥࢄ࢔

+ ഥࢄ ൬
࢔ − ૚

࢔ ൰
ഥି૚ࢄ࢔

.  

Please use setClass and setMethod in R to implement the two estimators and the 
method to compute the averages of the absolute differences between the above 
two estimates and the true value of the parameter. Then, generate ૚૙૙૙ 
samples of random Poisson data with size ૚૙૙ and mean ૚ and compute the 
mean absolute difference for these estimates.   

(b) Using logistic regression models to analyze the data in the following table 
with frequencies for delinquency and two variables, whether being a boy 
scout and socioeconomic status.  

 Delinquent (crime) 
Socioeconomic 

Status 
Boy Scout Yes No 

Low Yes ૚૙ ૝૙ 
No ૝૙ ૚૟૙ 

Medium Yes ૚ૡ ૚૜૛ 
No ૚ૡ ૚૜૛ 

High Yes ૡ ૚ૢ૛ 
No ૛ ૝ૡ 

II. Computing (120%) 

1. (25%) Let  
ܢ = (࢟ − ૚. ૞࢞૛)(࢟ − ૙. ૞࢞૛), ࢞, ࢟ = −૚૙, −ૢ. ૢ, ⋯ , ૙, ૙. ૚, ⋯ , ૚૙ 

and  
࢟ = ૜࢙࢕ࢉ࢞ࢋ(࢞૜) − ૚૙ࢍ࢕࢒(࢞) + ૛࢞ି૚.૛, ࢞ = ૚. ૚, ૚. ૛, ⋯ , ૜. 

 Please write a program to plot the two functions in two plots and place the two  
 plots within one figure.  
 
2. (25%) Please generate the data from the model   

࢏࢟ = ૜࢞࢏૚ + ૞࢞࢏૛ + ,࢏ࣕ ,૙)ࡺ~࢏ࣕ ૜૛), ࢏ = ૚, ⋯ , ૚૙૙, 
  where both ࢞࢏૚  and ࢞࢏૛  are generated from a standard normal random   

variable. Then, the mean residual sum of square ࢙૛  can be obtained. By 
repeating the above process ૚૙૙૙ times, please find mean absolute difference 
of the mean residual sum of square and the true variance of the random errors.  
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3. (25%) Write a program to find the solution to ૟ decimal places of accuracy 
using Newton’s method for the following equations 

࢞૛ − ૛࢞ − ࢟ + ૙. ૞ = ૙  
࢞૛ + ૝࢟૛ − ૝ = ૙ 

with starting point ቂ ૛
૙. ૛૞ቃ.  

 
4. (25%) Please approximate the integral 

න
૚

√૛࣊

૚

૙
૛࢞ିࢋ

૛ൗ  ࢞ࢊ

by Simpson’s method to do the following.  
  (a) Please use ૚૙ sub-intervals to approximate the integral. (15%) 
  (b) Suppose (ࡺ)ࡿ is the value as using Simpson’s method with ࡺ sub-intervals. 

Find the smallest ࡺ such that  
(ࡺ)ࡿ| − ૙. ૜૝૚૜૝૝ૠ૝| ≤ ૙. ૙૙૙૙૙૙૙૚. 

 (10%) 
 
5. (20%) Let a random sample of ࢄ૚, ⋯ ,    Then, the estimators of .(ࣅ)࢔࢕࢙࢙࢏࢕ࡼ~࢔ࢄ
  ,are the sample mean. Based on the central limit theorem ࣅ  

ഥࢄ − ࣅ
ඥ࢘ࢇࢂ(ࢄഥ)

≈ ,૙)ࡺ ૚) 

Please check if the central limit theorem provides a good approximation as  
(a) ܖ = ૚૙, ࣅ = ૚. 
(b) ܖ = ૞૙, ࣅ = ૙. ૚. 
(c) ܖ = ૚૙૙, ࣅ = ૙. ૚.  
(d) ܖ = ૚૙૙૙, ࣅ = ૚. 

 
 
 
 


