
Homework 3: 
1. Please write a program to find all solutions to ퟕ decimal places of accuracy using  
  Newton-Raphson method for the equation: 

풇(풙) = 풙ퟑ − ퟒ. ퟓ풙ퟐ + ퟔ. ퟓ풙 − ퟑ = ퟎ. 
  (Hint: plot the function 풇(풙) to determine the sensible initial values) 
 
2. Write a program to find all solutions to ퟓ decimal places of accuracy using  
  Newton-Raphson method for the equations:  

ퟑ풙ퟐ − ퟐ풚ퟐ − ퟏ = ퟎ  
풙ퟐ − ퟐ풙 + 풚ퟐ + ퟐ풚 − ퟖ = ퟎ 

  with the starting point −ퟏ
ퟏ . Please save the solutions as outputs in a list. 

 
3. Let a random sample 푿ퟏ, 푿ퟐ, ⋯ , 푿ퟏퟎퟎ from the population with a one-parameter  
  Weibull distribution, i.e., the density being 

풇(풙|풓) = 풓풙풓 ퟏ풆 풙풓 , 풙 > ퟎ, 풓 > ퟎ. 
  Please generate ퟏퟎퟎ observations from Weibull distribution with 풓 = ퟏ first,    
  then use Newton-Raphson method to find MLE to ퟓ decimal places of accuracy. 
 
4. Let a random sample 푿ퟏ, 푿ퟐ, ⋯ , 푿ퟏퟎퟎ~푵(흁, 흈ퟐ).  Please generate ퟏퟎퟎ 

observations from 푵(ퟏ, ퟏ) first, then use Newton-Raphson method to find MLE 
to ퟓ decimal places of accuracy. 

 
5. According to central limit theorem, 

푿 ≈  푵 흁,
흈ퟐ

풏 . 

  Please generate the data with sample sizes 풏 = ퟏퟎ, ퟓퟎ, ퟏퟎퟎퟎퟎ  from 
퐏퐨퐢퐬퐬퐨퐧(ퟏ). Then, run a simulation study to justify the central limit theorem.   

 

6. Let a random sample 푿ퟏ, 푿ퟐ, ⋯ , 푿풏~푵(흁, 흈ퟐ). Then, one estimator of 흁
흈ퟐ is 

  푿
푺ퟐ, where 푿 and 푺ퟐ are sample mean and sample variance, respectively.  

  Please write a program to justify the convergence of 푿
푺ퟐ to  흁

흈ퟐ in   

  probability.  
 



7. Let a random sample of 푿ퟏ, ⋯ , 푿풏~푷풐풊풔풔풐풏(흀). Then, two estimators of  
  of (ퟏ + 흀)풆 흀 are  

휹ퟏ = (ퟏ + 푿)풆 푿;  휹ퟐ =
풏 − ퟏ

풏

풏푿

+ 푿
풏 − ퟏ

풏

풏푿 ퟏ

.  

  Please sample ퟏퟎퟎ  data from 푷풐풊풔풔풐풏(ퟏ) . The sampling process is repeated 
  ퟏퟎퟎퟎ times. Please write a program to do the following:  
  (a) Find the averages for the above two estimates.  
  (b) Find the averages of the absolute differences between the above two  
    estimates and the true value of the parameter. 
 
 


