4.3. Cluster analysis

K-means method by MacQueen:

1. Partition the items into K initial clusters.

2. Assign an item to the cluster whose centroid (mean) is nearest using some
measure such as Euclidean distance. Recalculate the centroid for the cluster
receiving the new item and for the cluster losing the item.

3. Repeat Step 2 until no more reassignments take place.
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Suppose we measures two variables X; and X, for fouritems A, B,C, and D.
The data are as follows:

Observations
Item X4 X,
A 5 4
B 1 -2
C -1 1
D 3

Use the K-means clustering technique to divide the items into K = 2 clusters.
Start with the initial groups (AB) and (CD).

[solution:]

The initial centroids are

5+1

- | 2 =[3

4 -2 1
2

and

~1+3

X2 = 1J2r1 =[ﬂ

2

Since
d*(A,x,) = 13,d%*(4,X,) = 25 = not reassign A
d*(B,x;) = 13,d*(B,x,) = 9 = reassign B to (CD)
d*(C,x;) = 16,d*(C,x,) = 4 = not reassign C
d*(D,x,) = 0,d*(D,x,) = 4 = reassign D to (AB)
new clusters are (AD) and (BC). The new centroids are

5+3

F1= (4% =b%]
2
and

-1+1

=
I

2= —22+ 1|~ [_8_ 5]'
2

Since



d*(4,x,) = 3.25,d*(A,%;) = 45.25 = not reassign A
d*(D,x,) = 3.25,d*(D,x;) = 11.25 = not reassign D
d*(B,x;) = 29.25,d?(B,x;) = 3.25 = not reassign B
d*(C,x,) = 27.25,d*(C,x,) = 3.25 = not reassign C,
the clusters remain the same and the centroids have not changed. Therefore, the
final clusters are (AD) and (BC).

\Example (Splus):\

ruspini
plot(ruspini$x,ruspini$y)
kmeans(ruspini,4)



